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Abstract—This study proposes a self-supervised method for detecting scene changes from an image pair. For mobile cameras such as drive recorders, to alleviate the camera viewpoints' difference, image alignment and change detection must be optimized simultaneously because they depend on each other. Moreover, lighting condition makes the scene change detection more difficult because it widely varies in images taken at different times. To solve these challenges, we propose a self-supervised simultaneous alignment and change detection network (SACD-Net). The proposed network is robust specifically in differences of camera viewpoints and lighting conditions to simultaneously estimate warping parameters and multi-scale change probability maps while change regions are not taken into account of calculation of the feature consistency and semantic losses. Based on comparative analysis between our self-supervised and the previous supervised models, as well as ablation study of the losses of SACD-Net, the results show the effectiveness of the proposed method using a synthetic dataset and our new real dataset.

I. INTRODUCTION

Today, busy cities experience an enormous amount of changes every day, such as urban innovation, heavy traffic, and vegetation changes. Monitoring of the scene changes has a wide range of applications, including urban planning and management, commercial marketing, smart technologies development, and environmental assessment. In computer vision and remote sensing, this topic has been widely studied [1]–[7], to automatically detect scene changes by comparing a pair of images captured at different times.

In most applications, change detection algorithms require pixel-level alignment of input images because the images captured by mobile cameras, such as drive recorders, usually have different camera viewpoints. In this case, the image appearance is significantly changed. This results in a poor performance on a naïve approach of comparing pixel values or pixel features between the two images.

In previous methods, the process of image alignment means a data pre-processing task, separately from the change detection. The alignment is based on sparse corresponding points extracted from whole areas of input images, where the change regions are assumed to be small enough, and the impact can be ignored in the process [8]. However, in many real-world situations, a target scene often contains large or scattered changes. In these cases, the change regions should also be considered in the alignment process. Moreover, both of image alignment and change detection are to be accurately performed nearly at the same time.

In addition, the image pairs that need a change detection process generally involve different lightning conditions such as color changes of the sky and free shapes of shadows because they are taken at various times in a day. To avoid this adverse lighting effect, it is essential to absorb such a trivial difference occurring in a pair of given images.

To this end, we propose a Convolutional Neural Network (CNN) model, or a simultaneous alignment and change detection network (SACD-Net), to simultaneously estimate pixel-wise warping parameters and a change probability map from a given image pair (Fig. 1). The proposed model can be trained in an end-to-end and self-supervised manner by utilizing a consistency constraint between images before and after warping. Meanwhile, the change probability map is estimated as regions that cannot satisfy the consistency constraint, even with correct warping. We apply our model to real-world and simulation datasets to make comparative analysis between our model and previous fully-supervised models as well as ablation study to show the effectiveness of our model. The main contributions of this work, we propose:

• a method that simultaneously performs both the image alignment and change detection, which have been separately handled in the previous change detection methods.
• a change detection CNN model that can be learned in an end-to-end and self-supervised manner without any ground truth for the change mask.

The results show the effectiveness of the proposed method that simultaneously estimates alignment and scene change between image pair to reduce the effects, such as differences in the lighting conditions or camera viewpoints.
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In this section we review works that tackle the task of image alignment and change detection.

A. Image Alignment

One of the straightforward methods for image alignment is to match feature points between input images and estimate the warping parameters using the matched points. Scale-invariant feature transforms (SIFT) [9] and speeded up robust features (SURF) [10] are widely used as feature descriptors, although these hand-crafted descriptors have some limitations in terms of illumination changes and strong deformations. Feature descriptors based on CNNs can extract features that are robust against changes of illumination and camera viewpoint [11] [12]. However, these methods cannot cope with strong deformation nor non-rigid changes of a given image because the extracted features are represented as patches, meaning that the resulting correspondence points are too sparse to handle.

Rocco et al. proposed a method to apply to various types of image deformation to estimate pixel-wise correspondences between input images in the form of warping parameters consisting of 24 elements (6 parameters for affine and 18 parameters for thin-plate spline transformations) [13] [14]. Melekhov et al. proposed a Dense Geometric Correspondence Network (DGC-Net) to directly estimate the correspondence of each pixel, and introduced a matchability map to estimate common fields of view between images [15]. These approaches can learn correspondences in a self-supervised way, even if images were strongly deformed. The approach benefits from synthetic datasets where arbitrary warping is added. However, they focus on image pairs without object changes, appearing or disappearing, nor illumination; therefore, they cannot be directly applied to change detection problems.

B. Change Detection

Some methods work well to recognize scene changes by calculating image subtraction when camera positions are fixed [16]–[19]; however, mobile cameras require alignment before change detection.

Mukojima et al. proposed a method to detect obstacles on rails using a camera attached to the front of trains [8]. The method uses a DeepFlow architecture to align images using a flow field estimated from sparse correspondences [20]. As mentioned above, these alignment methods based on sparse features are more difficult to apply to images that have strong deformation or non-rigid changes. Moreover, the alignment is executed ignoring changes.

Another approach takes input of an image pair from their different viewpoints to directly predict the change areas [21]–[27]. Guo et al. proposed a convolutional siamese metric network, which introduces a threshold in the change distance loss to mitigate the difference in camera views [28]. Sakurada et al. proposed CSCDNet, which utilizes a correlation layer to detect scene changes in vehicular imagery [6]. However, these methods require the ground truth of a change mask as a supervision signal, which in practice is laborious to collect.

Upon deep consideration of these previous studies, image alignment and acquisition of ground truth datasets are yet difficult problems for detecting changes between images. Thus, in this work, we propose a method for simultaneous image alignment and change detection. Moreover, we introduce feature loss and semantic loss to reduce the effect of illumination changes.

III. METHOD

The proposed CNN model, Simultaneous Alignment and Change Detection Network (SACD-Net), is to simultaneously estimate both the pixel-wise warping parameter $W$ and the change mask $M$ between the images, featuring an
end-to-end and self-supervised training manner. This section describes the overview of the network architecture and the loss function for self-supervised training.

A. Network architecture

As shown in Fig 2, the SACD-Net architecture consists of four parts: a front-end network, a warping network, a change mask network, and a semantic segmentation network.

Front-end network: to extract multi-level feature pyramids $F_s = \{F_s^{(0)}, \ldots, F_s^{(L)}\}$ and $F_t = \{F_t^{(0)}, \ldots, F_t^{(L)}\}$ from the source and the target image to calculate a consistency loss. The feature pyramid is composed of intermediate feature maps $F_l$ from five different layers of the front-end network (i.e., $L=4$). For this network, VGG-16 architecture [29] is previously trained on the ImageNet dataset [30].

Warping network: to estimate a pixel-wise warping parameter $W_{s\rightarrow t} = \{W_{s\rightarrow t}^{(0)}, \ldots, W_{s\rightarrow t}^{(L)}\}$. As proposed in [15], the parameter is estimated in a coarse-to-fine manner using the extracted feature pyramid $F_s$ and $F_t$. First, the top-level features $F_s^{(4)}$ and $F_t^{(4)}$ of the pyramids are fed into a correlation layer [31] that estimates a coarse warping parameter $W^{(4)}$ which is then fed into the sequence of warping parameter decoders, where the parameter is refined stage by stage. Fig 2 shows the architecture of the warping parameter decoders. Inside each decoder, a warping parameter $W_t^{(l+1)}$ from the previous stage is first upsampled. Then the source feature $F_s^{(l+1)} \in F_s$ is warped by the upsampled parameter, and concatenated with the target feature $F_t^{(l)} \in F_t$. The concatenated feature $F_s^{(l)}$ is fed into the decoder with four or five convolutional layers that outputs a finer-scale warping parameter. $F_s^{(l)}$ is also used to estimate a change probability map in the change mask network. Additionally, a change probability mask simultaneously learned in the change mask network is fed into the warping network in each stage, which serves as weighting for a warping parameter, namely a change area is less trained. The opposite warping parameter $W_{t\rightarrow s}$ is simply calculated by converting an input source image and a target image.

Change mask network: to estimate a change probability map $M \in \{M_s, M_t\}$ between input images, where the subscript represents a viewpoint. As the warping network, the network also takes a coarse-to-fine strategy. It consists of a sequence of change mask decoders (Fig. 2). In each decoder, the estimated probability mask $M_t^{(l+1)}$ from the previous stage is first upsampled, and then concatenated with the feature $F_s^{(l)}$ coming from the warping network. The concatenated feature is fed into the decoder with three or four convolution layers that output a finer-scale change probability map, while the change map is also fed to the warping network as mentioned earlier. The initial change probability map at the first stage is estimated using the feature from the warping network ($F_s^{(3)}$), as there is no change probability map from the previous stage. The final estimation $M$ is acquired by applying a sigmoid function to the output of the last change mask decoder. Hence, $M$ has a value range of $[0, 1]$, 0 represents change, and 1 represents unchanged.

Segmentation network: a unique feature of our network architecture to improve the consistency in semantic labels before and after being warped. This network uses a Pyramid scene parsing network (PSPNet) architecture proposed in [32], which is one of the robust and well-performing segmentation models.

B. Loss function

The loss function is used for the self-supervised training. This section describes three key factors to achieve the function in our SACD-Net: feature consistency loss, mask regularization loss, and semantic consistency loss.

Feature consistency loss: ideally, a warped source image should match the target image excluding change regions. The key idea of the proposed method is warping correction to be learned in a self-supervised manner under the constraint that the target image excludes change regions. Here, RGB image space is not held because pixel values are significantly affected by lighting conditions. Therefore, our method is designed to maintain consistency in feature space where robustness to lighting conditions can be achieved by high-level semantic features. Specifically, the proposed model penalizes the Euclidean distance between the warped source features and the target features. Batch normalization is applied to features before calculating the loss so that all datasets have the same value range.

Given the estimated warping parameter $W_{s\rightarrow t}$ and change probability map $M$, we define warped source feature $W_{s\rightarrow t}(F_s^{(l)})$ and down-sampled change probability map $M_t^{(l)}$ at $l$-th stage. Thus, the feature consistency loss is:

$$L_f = \sum_l \lambda^{(l)} \frac{1}{h_l \cdot w_l} \sum_{i,j} \left[ M_t^{(l)}(i,j) \cdot f_{MSE}(W_{s\rightarrow t}(F_s^{(l)})(i,j), M_t^{(l)}(i,j)) \right]$$

(1)

Here, $h_l^{(l)}$, $w_l^{(l)}$ are the height and width of the $l$-th feature map, $f_{MSE}(\cdot, \cdot)$ represents the Euclidean distance map between the source and the target feature. The loss is calculated bidirectionally between a target and a source, meaning from a target to a source and vice versa.

By minimizing Eq. (1), the warping network can learn the correct warping parameter while the change mask network learns how to recognize change regions as those that cannot satisfy the consistency constraint, even with correct warping.

Mask regularization loss: minimization of the feature consistency loss can easily find a trivial solution where the whole scene is estimated as a change region, and all the pixels are eliminated from the consistency loss. To prevent training from falling into such a trivial solution, a regularization term is introduced for the estimated change probability map.

$$L_m = \frac{1}{h_m \cdot w_m} \sum_{i,j} [ - \log M^*_i(j) ]$$

(2)
where \(M^*\) represents the intersection of change masks of both directions as shown below.

\[
M^* = M_t \odot W_{s \rightarrow t}(M_s) \tag{3}
\]

As mentioned above, Eq. (2) is mainly a constraint to prevent all \(M^*\) to be labeled as 0, i.e. "changed". Eq. (2), additionally, imposes a consistency between the change mask \(M_t\) and warped change mask \(W_{s \rightarrow t}(M_s)\) because minimizing the intersection of these two masks \(M^*\) is equal to minimizing the gap between two change masks \((M_t, W_{s \rightarrow t}(M_s))\), which are supposed to be the same.

Semantic consistency loss: to attend to high-level semantic change rather than low-level change, such as illumination change, semantic-level information can be helpful for better training. Specifically, PSPNet [32] pre-trained on the Cityscapes dataset [33] is applied to acquire class probability maps \(p_s\) and \(p_t\) from source image \(I_s\) and target image \(I_t\). From the class probability maps, semantic consistency loss is calculated in the same way as feature consistency loss.

\[
L_{sem} = \frac{1}{hw} \sum_{i,j} [M_t \odot d_{KL}(W_{s \rightarrow t}(p_s), p_t)]_{i,j} \tag{4}
\]

Here, \(d_{KL}(\cdot, \cdot)\) represents the KL-distance between the two class probability maps. Let \(p_s^{(i,j)}\) and \(p_t^{(i,j)}\) represent the \((i, j)\) element of \(W_{s \rightarrow t}(p_s)\) and \(p_t\), respectively, i.e., the estimated class distribution at pixel \((i, j)\) of the warped source and target image, then the KL-distance becomes:

\[
d_{KL}^{(i,j)}(p_s \rightarrow t, p_t) = \sum_c p_s^{(i,j)}(c) \left[ \log \frac{p_s^{(i,j)}(c)}{p_t^{(i,j)}(c)} \right] \tag{5}
\]

where \(c\) represents the class index. The semantic consistency loss is also calculated in another direction (from target to source). PSPNet is also trained with this loss using a small learning rate. This is required because of the domain gap between the target dataset and Cityscapes dataset (the semantic segmentation model is slightly optimized and modified to adopt the target dataset via supervision of the consistency).

Total loss: letting \(\alpha, \beta,\) and \(\gamma\) be the weights for each loss, the final loss becomes as follows.

\[
L = \alpha L_{f} + \beta L_{m} + \gamma L_{sem} \tag{6}
\]

The initial weight for each loss is set equivalently and consistently throughout the entire experiment.

IV. EXPERIMENTS

We performed experiments to evaluate the effectiveness of our model in two types of approaches: comparative analysis between our self-supervised method and the previous supervised ones, and ablation study of the losses of SACD-Net. This section presents the details of the experiments such as the datasets, baseline and network training.

A. Experimental settings

Dataset: we selected a dataset along the roadside due to many images taken at different times via a camera mounted on a car. All dataset were resized to \(240 \times 240\). We performed the experiments on two types of image datasets for real world and simulation: Pers-GSV, Pers-SYM, respectively. Additionally, we prepared the Pers-SL dataset to increase the number of the real world’s training data samples.
TABLE I
ACCURACY OF CHANGE DETECTION. F1 SCORE AND MEAN INTERSECTION-OVER-UNION (mIoU) OVER THE PERS-SYM AND PERS-GSV DATASET.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ground truth</th>
<th>Pers-SYM</th>
<th>Pers-GSV</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC-Siam-conc. [1]</td>
<td>✓</td>
<td>0.467 (0.545)</td>
<td>0.616 (0.654)</td>
</tr>
<tr>
<td>FC-Siam-diff. [1]</td>
<td>✓</td>
<td>0.471 (0.548)</td>
<td>0.617 (0.655)</td>
</tr>
<tr>
<td>PWC-Net [34] + FC-Siam-conc. [1]</td>
<td>✓</td>
<td>0.492 (0.612)</td>
<td>0.624 (0.689)</td>
</tr>
<tr>
<td>PWC-Net [34] + FC-Siam-diff. [1]</td>
<td>✓</td>
<td>0.510 (0.610)</td>
<td>0.632 (0.687)</td>
</tr>
<tr>
<td>CosinNet [28]</td>
<td>✓</td>
<td>0.494 (0.541)</td>
<td>0.624 (0.645)</td>
</tr>
<tr>
<td>CSCDNet [6]</td>
<td>✓</td>
<td>0.437 (0.508)</td>
<td>0.605 (0.636)</td>
</tr>
<tr>
<td>DASNet [35]</td>
<td>✓</td>
<td>0.400 (0.419)</td>
<td>0.534 (0.545)</td>
</tr>
<tr>
<td>DGC-Net [15] + consistency loss</td>
<td>✓</td>
<td>0.245</td>
<td>0.452</td>
</tr>
<tr>
<td>SACD-Net w/o $L_{scm}(ours)$</td>
<td>✓</td>
<td>0.383</td>
<td>0.512</td>
</tr>
<tr>
<td>SACD-Net w/ $L_{scm}(ours)$</td>
<td>✓</td>
<td>0.476</td>
<td>0.611</td>
</tr>
</tbody>
</table>

TABLE II
COMPARISON OF FEATURE CONSISTENCY LOSS OVER PERS-GSV

<table>
<thead>
<tr>
<th>$L_f$ layers</th>
<th>$L_f^{(0)}$</th>
<th>$L_f^{(1)}$</th>
<th>$L_f^{(2)}$</th>
<th>$L_f^{(3)}$</th>
<th>$F_1$</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.595</td>
<td>0.554</td>
</tr>
<tr>
<td>(b)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.604</td>
<td>0.576</td>
</tr>
<tr>
<td>(c)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.616</td>
<td>0.587</td>
</tr>
<tr>
<td>(d)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.616</td>
<td>0.591</td>
</tr>
<tr>
<td>(e)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.580</td>
<td>0.527</td>
</tr>
<tr>
<td>(f)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.572</td>
<td>0.527</td>
</tr>
<tr>
<td>(g)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.568</td>
<td>0.501</td>
</tr>
</tbody>
</table>

The Pers-GSV dataset is a new perspective google street-view change detection dataset created from Panoramic Semantic Change Detection dataset [6], which contains 1,536 image pairs taken at different time points (train: 1056, test: 480) with change masks as ground truth. The perspective image pairs were cropped from the panoramic image pairs captured with 90-degree-angular field of view. Among the image pairs, valid pairs with a common field of view were selected by feature matching with the SURF descriptor.

Additionally, we went through the same process as Pers-GSV creation to prepare our own street-level perspective image pair dataset (Pers-SL), which contains 6,144 image pairs (train: 4,928, validation: 1,216) without a ground truth of their change masks. This aims at making additional amount of training data available for unsupervised method.

The Pers-SYM dataset, proposed in [36], is built by the CARLA simulator [37], where perspective images are captured at different simulator settings with 90-degree-angular field of view. It also offers three more perspective images at each scene, of which yaw is shifted by approximately 10-degree intervals, the row and pitch are randomly shifted within 5 degree, and the horizontal translation is randomly shifted within 1 m. The dataset contains 15,000 scenes (train: 8,000, valid: 2,000, test: 5,000), and provides each scene with a change mask, a semantic label, and a depth image.

**Baseline:** to validate the effectiveness of the proposed method, we compared our method to both supervised and unsupervised baselines. For the supervised baselines, three types of methods were evaluated: (i) a method that ignores a viewpoint differences (FC-Siam-concat, -diff [1] and DAS-Net [35]); (ii) a two-stage method that first aligns image pairs to detect their changes (PWC-Net [34] + FC-Siam-cocat and -diff [1]; and (iii) a one-stage method that implicitly deals with viewpoint differences inside the network (CSCDNet [6] and CosinNet [28]). To train the Pers-SYM dataset, we also experimented with the pre-defined number of samples, which is also the same setting as Pers-GSV and we believe it's quantitatively reasonable to fairly evaluate the proposed model. For the unsupervised baseline, we built a naive version of the proposed method.

We simply added a consistency loss in image space to DGC-Net [15] architecture, and used its matchability mask decoder as a change mask decoder to validate the design of the proposed model, namely, multi-stage mask refinement and feature space consistency loss.

**Training:** the proposed model was trained unsupervisedly for the whole process, using Adam [38] optimizer with weight decay coefficient of $10^{-5}$. The Front-end network weights were frozen. The initial learning rates of the warping network was set to $10^{-6}$, those for the change mask network on Pers-SL and Pers-SYM was $10^{-4}$, and those for the change mask network on Pers-GSV was $10^{-6}$. PSPNet for the segmentation network was trained using a smaller learning rate of $10^{-8}$. The weights in the total loss ($\alpha$, $\beta$, and $\gamma$ in Eq. 6) were set to 4, 1, and 1, respectively, which were adjusted to give each loss have an equivalent value. We trained on the Pers-SL before training the Pers-GSV dataset.

B. Comparative analysis

Table I shows the accuracy of change detection ($F_1$ score) and mean intersection-over-union (mIoU) over the Pers-SYM and Pers-GSV datasets. The values in brackets indicate the results where the supervised models were trained with all the labeled data of 8,000 image samples. The proposed SACD-Net performed competitively with the supervised baselines. Compared to DGC-Net [15], our model considerably improved the performance showing the effectiveness of the multi-stage mask refinement and feature space consistency loss. Although supervised methods achieved high scores when many labelled data were available in the Pers-SYM dataset, our self-supervised model still outperforms some of the baselines when the number of samples was restricted, which we believe is a practical situation. For all the models, we used the threshold of 0.5 for binarizing the output probability maps with no prior knowledge.
Fig 3 shows examples of the estimated change masks of the Pers-SYM dataset. From the upper left and lower right scenes, cars are correctly captured. Additionally, the top right scene indicates that images are aligned properly, and accordingly the change of a gas station is predicted. This change dataset, however, contains small and complicated change areas as shown in the left two scenes, resulting in relatively low performance for all models as a simulation dataset. Fig 4 shows examples of the estimated change masks of the Pers-GSV dataset. The warp is overall correct. The two scenes on the left show that the texture changes are captured correctly. In the upper right scene, the changes are well captured while the weather and shadows are different between source and target images.

### C. Ablation study

Table II presents how the feature consistency losses in different layers (a) to (g) affect the performance on the Pers-GSV, where $L_f^{(3)}$ is at the highest level and $L_f^{(0)}$ at the lowest level. Lower-level features are known to be more sensitive to colors, edges, and high-level features to shapes and objects. In this experiment, the losses were eliminated one-by-one in the lower-to-higher order, from (b), (c) to (d), and higher-to-lower order, from (e), (f) to (g). The result shows that Pers-GSV performs best with the highest layer because the highest layer has the ability to learn better abstract and conceptual information such as change.

Table III shows the robustness of the proposed model against the viewpoint difference using the Pers-SYM dataset, where the yaw angles between source and target images are different. The results show that supervised models implicitly learned the difference in the viewpoint and achieved high performance when the viewing angle was set the same degree; meanwhile, $F_1$ score meaning the accuracy of change detection decreases because the viewpoint gap increases. The proposed model degrades but moderately as the difference of view angles arises. Given that our $F_1$ score sometimes outperforms baselines when the yaw angle is shifted, our method is reasonably robust for view point change because it has learned the warping parameters explicitly. As shown in Fig 5, the change areas are defined as the difference in view angle increases while source images are reasonably warped.

### V. Conclusion

We proposed a self-supervised simultaneous alignment and change detection network (SACD-Net). The SACD-Net architecture can simultaneously optimize alignment and change detection between images captured from different viewpoints even with large or scattered changes. Moreover, the SACD-Net can be trained without the ground truth. To evaluate the effectiveness of the proposed method, we used two perspective change detection datasets, Pers-GSV and Pers-SYM. In the experiments, the SACD-Net showed competitive, or rather better performance compared to the supervised methods. The ablation study with viewpoint difference shows that our model performs competitively as supervised methods even in the case when the camera angle is quite different. In the future, for a deeper understanding of changes, we will focus on identifying which image detected changes comes from.
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