Synchronization of Microphones Based on Rank Minimization of Warped Spectrum for Asynchronous Distributed Recording
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Abstract—This paper describes a new method for synchronizing microphones based on spectral warping in an asynchronous microphone array. In an audio signal observed by an asynchronous microphone array, two factors are involved: the time lag caused by a mismatch of the sampling rate and offset between microphones, and the modulation caused by differences in spatial transfer function between the sound source and each microphone. A spectrum warping matrix representing a resampling effect in the frequency domain is formulated and an observation model of audio (spectrum) mixture in an asynchronous microphone array is constructed. The proposed synchronization method uses an iterative optimization algorithm based on gradient descent of a new objective function. The function is formulated as a logarithmic determinant of a spectrum correlation matrix that is derived from relaxation of a rank minimization problem. Experimental results showed that the proposed method effectively estimates modulated sampling rate and that the proposed method outperforms an existing synchronization method.

I. INTRODUCTION

A microphone array is an audio recording device comprising multiple microphones, A/D converters, and an oscillator that provides a clock to synchronize the converters. In microphone array based signal processing, the recorded signals must be synchronized at the sample level in all channels. Microphone array signal processing can not be performed in signals that have been recorded by independent audio devices because the recorded signals are not synchronized at the sample level, even by devices of the same model and date of manufacture. Since a steering vector and a spatial correlation matrix determined by the relative position of the microphones used in many microphone array signal processing techniques are based on the premise that all the microphones are synchronized, these techniques can not be applied to asynchronous multichannel recordings even if the microphone positions are known.

Furthermore, microphones do not always operate at the exact sampling rate set in advance. Under a harsh environment, outdoors or mounted in a rescue robot, for example, the sampling rate is affected by internal factors such as power fluctuations due to motor driving and wireless communication and external factors such as temperature, humidity, and sunlight. To avoid such effects, a microphone may incorporate an oscillator that is hardy against ambient temperature such as an oven-controlled crystal oscillator (OCXO) and an atomic clock, and a large capacitor and independent power supply. However, in using an existing converter, some remodeling is indispensable but it could be unrealistic.

This paper describes a new method for synchronization of asynchronously recorded audio signals that are obtained by multiple independent microphones. Initially audio sources provide source signals. The signal reaches each microphone under the influence of the spatial transfer function defined by a steering vector. Note that the steering vector is defined at a reference sampling rate. The signal is then resampled reflecting difference in sampling rate between the source and the microphones. If the same audio signal is recorded at different sampling rates by different microphones, the recorded signal can be regarded as resampled at a certain sampling rate (\textit{e.g.}, 16 kHz.) on the basis of sampling theorem. Since resampling is defined as a linear transformation equivalent to a warping (expansion and contraction) operation, the spectrum obtained by a Fourier transform of the signal is regarded as a warped form of the original spectrum. We developed a generative model of a warped spectrum from the different sampling rates of each microphone. A new objective function is defined as a logarithmic determinant of the observation spectrum whose warping is compensated.
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Fig. 1. Generative process of audio signals in an asynchronous microphone array. Audio signals or spectra from different sources are modulated due to their spatial properties, then resampled or warped according to differences in sampling rates and offsets.
This objective function is derived from a relaxation of the rank minimization of that spectrum. The optimal sampling rate is estimated by a gradient descent method based on the gradient of the objective function. In summary, we claim the following contributions of this paper:

1) we demonstrated the approximate equivalence of resampling and spectrum warping, and defined an observation model of audio (spectrum) mixture in an asynchronous microphone array;

2) we have constructed a synchronization method using an iterative optimization algorithm based on matrix rank minimization and its relaxation to logarithmic determinant minimization; and

3) we conducted numerical evaluations to show the effectiveness of the proposed synchronization method.

II. RELATED WORK

There are three main challenges in studying asynchronous distributed microphone arrays or ad hoc microphone arrays [1] are (1) position estimation of the microphones, (2) localization and position estimation of the sound sources, and (3) synchronization between the channels. Challenge (1) is considered as a microphone array calibration problem, and many solutions have been proposed including differences in observed sound energy [2], [3], local array pattern calibration and network geometry estimation [4], clustering of beam forming [5], a bilinear form in the sources and microphones about time of arrival delays [6], the low-rank property of the array distance matrix [7]. Several techniques have been reported to solve the array calibration problem by combining it with the synchronization problem: estimating the sampling rate of each microphone based on a simultaneous localization and mapping (SLAM) approach [8] and estimating the offset [9]. Regarding challenge (2), several methods using time difference of arrival (TDOA) for 2D [10] and 3D [11] localization have been reported. In this way, (1) and (2) may be amalgamated and, solved simultaneously [2], [3] by a SLAM-based approach [12], [13]. Use of independent A/D converters by distributed microphones results in the third challenge, for which several solutions have been proposed including compensation of sampling rate mismatch [14] and measurement of TDOA [15]. In contrast, use of the wireless acoustic sensor networks allows synchronization by wireless communication among microphones (sensors) [16]–[20].

Most of the previous studies suggest that calibration may be achieved by clapping hands around the array while keeping the environment quiet. However, in a real environment where extraneous sounds cannot be controlled such a calibration process is impractical. In the present study we attempted to realize synchronization of microphones to facilitate array signal processing for source localization and position estimation of the sound sources, without such a calibration process.

III. SIGNAL MODEL

This section describes the generative process in which audio signals emitted by multiple sound sources are observed as mixed sounds by an asynchronous microphone array.

A. Signal Resampling and Spectrum Warping

Let \((\tilde{y}_0, \tilde{y}_1, \ldots, \tilde{y}_{L-1})\) be a digital audio signal with sampling rate \(\omega\). The signal may be an entire observed signal, or a frame cut out by the window function. The sampling times are \(0, 1/\omega, \ldots, (L-1)/\omega\), respectively. An analog audio signal \(\tilde{z}(t)\) obtained by applying D/A conversion to this digital signal is represented by

\[
\tilde{z}(t) \approx \sum_{l' = 0}^{L-1} \text{sinc}(\omega t - l') \tilde{y}_{l'}.
\]  (1)

In order to perform a complete sinc interpolation so that both sides of the above equation are equal, the range of the summation must be infinite, i.e., \(-\infty \text{ to } \infty\). Actually in the above equation, both sides do not exactly match because the range of summation is finite. Therefore they are represented as an approximation relationship. Let \((\tilde{x}_0, \tilde{x}_1, \ldots, \tilde{x}_{L-1})\) be a digital audio signal with sampling rate \(\omega\) and offset \(\tau\) (time offset of the first sample point) which is obtained by resampling \(\tilde{z}(t)\) at sampling times \(\tau, 1/\omega + \tau, \ldots, (L-1)/\omega + \tau\). The relationship between \(\tilde{y}_l\) and \(\tilde{x}_l\) is represented as

\[
\tilde{x}_l = \tilde{z}(l/\omega + \tau) \approx \sum_{l' = 0}^{L-1} \text{sinc}\left(\frac{l}{\omega} + \frac{\omega \tau}{\omega} - l'\right) \tilde{y}_{l'}.
\]  (2)
and it is summarized in a vectorized form as
\[ \tilde{x} \approx C \tilde{y} \]  
(3)
where
\[ \tilde{x} = (\tilde{x}_0, \ldots, \tilde{x}_{L-1})^T, \]  
(4)
\[ \tilde{y} = (\tilde{y}_0, \ldots, \tilde{y}_{L-1})^T, \]  
(5)
and
\[ C = \left( \sin\left( \frac{\omega}{\omega} l + \omega \tau - l' \right) \right)_{l=0, \ldots, L-1, \tau = 0, \ldots, L-1}. \]  
(6)

We call this coefficient matrix \( C \) as the resampling matrix.

On the other hand, \( \tilde{z}(t) \) can be obtained by applying D/A conversion to \( \tilde{x} \) as
\[ \tilde{z}(t) \approx \sum_{l'=0}^{L-1} \sin(\omega t - l' - \omega \tau) \tilde{x}_{l'}. \]  
(7)
\[ \tilde{y} \] will be obtained by resampling this \( \tilde{z}(t) \) with sampling rate \( \omega \) as
\[ \tilde{y}_{l} = \tilde{z}(l/\omega) \approx \sum_{l'=0}^{L-1} \sin\left( \frac{\omega}{\omega} l - l' - \omega \tau \right) \tilde{x}_{l'}. \]  
(8)
This relationship also is summarized in a vectorized form as
\[ \tilde{y} \approx C^* \tilde{x} \]  
(9)
where
\[ C^* = \left( \sin\left( \frac{\omega}{\omega} l - l' - \omega \tau \right) \right)_{l=0, \ldots, L-1, \tau = 0, \ldots, L-1}. \]  
(10)

We call this coefficient matrix \( C^* \) as the resampling compensation matrix because \( C \) and \( C^* \) are approximately inverse matrices.

Let \( y = (y_0, \ldots, y_{L-1})^T \) and \( x = (x_0, \ldots, x_{L-1})^T \) be the spectra of the signal \( y \) and \( x \) obtained by performing the discrete Fourier transform (DFT) respectively,
\[ y = \mathcal{F} \tilde{y} \quad \text{and} \quad x = \mathcal{F} \tilde{x}, \]  
(11)
where \( \mathcal{F} \) is the coefficient matrix of the DFT,
\[ \mathcal{F} = \left( e^{-2\pi jkl/L} \right)_{k=0, \ldots, L-1, l=0, \ldots, L-1}. \]  
(12)
Equations (3), (9), and (11) give the relationship between these spectra as
\[ x \approx B y \quad \text{s.t.} \quad B = C^* C^{-1}. \]  
(13)
We name this \( B \) as the spectrum warping matrix. Similar to \( C^* \), we name \( B^* = C^* C^{-1} \) that is an approximately inverse matrix of \( B \) as the spectrum warping compensation matrix.

### B. Observation Model of Spectrum Mixture

Let \( s_{nf} \) be a source spectrum of the \( n \)-th source at the \((f, t)\)-th frequency-time slot. Let \( y_{ft}^{(m)} = (y_{1ft}, \ldots, y_{Mft})^T \) be the virtual synchronous spectrum that is recorded by the virtual synchronous microphones while being modulated by the spatial transfer function defined by the steering vector \( v_{nf} = (v_{n1f}, \ldots, v_{nMf})^T \):
\[ y_{ft}^{(m)} = \sum_{n=1}^{N} v_{nf} s_{nf}. \]  
(14)
Then the synchronous spectrum \( y_{ft}^{(m)} \) is modulated by the spectrum warping matrix \( B_m \) and it is observed by the asynchronous microphone as the asynchronous spectrum \( x_{mt}^{(f)} \),
\[ x_{mt}^{(f)} = B_m y_{mt}^{(f)} \]  
(15)
\[ \text{s.t.} \quad y_{mt}^{(f)} = (y_{m1f}, \ldots, y_{Mf})^T \]  
(16)
\[ x_{mt}^{(f)} = (x_{m1f}, \ldots, x_{Mf})^T. \]  
(17)
Once the asynchronous spectrum \( x_{mt}^{(f)} \) was observed, the estimation of the synchronous spectrum \( y_{mt}^{(f)} = (\psi_{m1f}, \ldots, \psi_{Mf})^T \) is obtained by applying the spectrum warping compensation matrix \( B_m^* \) as
\[ \psi_{mt}^{(f)} = B_m^* x_{mt}^{(f)}. \]  
(18)
Since the spectrum warping compensation matrix \( B_m^* \) is determined by the sampling rate \( \omega_m \) and the offset \( \tau_m \), a good estimation of the synchronous spectrum \( y_{mt}^{(f)} \) will be obtained if the appropriate \( \omega_m \) and \( \tau_m \) can be estimated from the observed spectrum \( x_{mt}^{(f)} \).

### IV. Synchronization Algorithm

This section describes a new algorithm for synchronization based on the signal model written in the previous section. Let \( N, M, T, F \) be the number of sources, microphones, time frames, and frequency bins, respectively. We suppose that \( N < M, N < T \), and \( M < F \). In the field of microphone array signal processing, because it is common to use more microphones than the number of sound sources, \( N < M \) holds well. If the audio signal of a sufficiently long duration is used, the number of frames \( T \) that is larger than \( N \) can be easily obtained, so \( N < T \) holds well. \( M < F \) also holds well by extracting frames using a sufficiently long window function. Furthermore, we assume that the source spectra are mutually independent.

Since \( y_{ft}^{(m)} \) is a linear combination of \( N \) steering vectors \( v_{nf} \) as shown in equation (14), an \( M \times T \) matrix \( [y_{f1}^{(m)}, \ldots, y_{fT}^{(m)}] \) has a rank at most \( N \). From equations (15) and (18), the following relation is derived as
\[ \psi_{mt}^{(f)} = B_m^* B_m y_{mt}^{(f)} \approx y_{mt}^{(f)}. \]  
(19)
By changing the index grouping direction, an equivalent relation is derived as
\[ y_{mt}^{(f)} \approx y_{ft}^{(m)}. \]  
(20)
Therefore, the rank of a matrix \( \left( \psi_{f1}^{(m)}, \ldots, \psi_{fT}^{(m)} \right) \) is approximately the same as that of \( \left( y_{f1}^{(m)}, \ldots, y_{fT}^{(m)} \right) \):

\[
\text{rank} \left( \psi_{f1}^{(m)}, \ldots, \psi_{fT}^{(m)} \right) \approx \text{rank} \left( y_{f1}^{(m)}, \ldots, y_{fT}^{(m)} \right), \tag{21}
\]

if the appropriate parameters \( \omega_m \) and \( \tau_m \) were used.

On the other hand, when \( \omega_m \) or \( \tau_m \) is an unsuitable value, the rank of \( \left( \psi_{f1}^{(m)}, \ldots, \psi_{fT}^{(m)} \right) \) should be larger than the above matrices. \( B_m \) and \( B_m^* \) are no longer approximate inverse matrices, and non-zero values appear in the off-diagonal elements of their product \( B_m^* B_m \). These non-zero values add multiple \( y_{ft}^{(m)} \) \((f' \neq f)\) to the components of \( \psi_{ft}^{(m)} \) in addition to \( y_{ft}^{(m)} \). As a result, \( \psi_{ft}^{(m)} \) will be represented by a linear combination of more elements than \( n \), therefore the rank increases.

The relationship of the rank of the matrices is summarized as

\[
\text{rank} \left( y_{f1}^{(m)}, \ldots, y_{fT}^{(m)} \right) \leq \text{rank} \left( \psi_{f1}^{(m)}, \ldots, \psi_{fT}^{(m)} \right). \tag{22}
\]

If appropriate parameters \( \omega_m \) and \( \tau_m \) are used, rank \( \left( \psi_{f1}^{(m)}, \ldots, \psi_{fT}^{(m)} \right) \) should be approximately equal to rank \( \left( y_{f1}^{(m)}, \ldots, y_{fT}^{(m)} \right) \), and the rank will increase as the parameters become incorrect. Thus rank \( \left( \psi_{f1}^{(m)}, \ldots, \psi_{fT}^{(m)} \right) \) can be used as an objective function \( J(\omega, \tau) \) for the parameters \( \omega \) and \( \tau \),

\[
J(\omega, \tau) = \sum_{f=1}^{F} \text{rank} \left( \psi_{f1}^{(m)}, \ldots, \psi_{fT}^{(m)} \right). \tag{23}
\]

The appropriate parameters \( \hat{\omega} \) and \( \hat{\tau} \) can be given by minimizing the objective function \( J(\omega, \tau) \) as

\[
\hat{\omega}, \hat{\tau} = \arg \min_{\omega, \tau} J(\omega, \tau). \tag{24}
\]

Since rank minimization is known to be NP-hard, this can be relaxed by minimizing the logarithmic determinant of the correlation matrix [21]:

\[
J'(\omega, \tau) = \sum_{f=1}^{F} \log \det \Psi_f \tag{25}
\]

and

\[
\hat{\omega}, \hat{\tau} = \arg \min_{\omega, \tau} J'(\omega, \tau) \tag{26}
\]

where \( \Psi_f = \left( \sum_{t=1}^{T} \psi_{m1}^{(m)} f, \psi_{m2}^{(m)} f^* \right)_{m1=1, \ldots, M}^{m2=1, \ldots, M} \). The rank of a matrix is equal to the number of non-zero eigenvalues, and the log-determinant of a matrix is equal to the summation of the logarithmic eigenvalues. Finding parameters that minimizes the log-determinant can be interpreted as trying to increase the number of zero eigenvalues of the matrix, i.e., deficiating rank of the matrix.

The optimal parameters \( \omega_m \) and \( \tau_m \) are obtained by minimizing the log-det objective function by assuming that the objective function is convex. The objective function is minimized by the gradient descent method using the numerically determined gradient

\[
(\omega, \tau)^T \leftarrow (\omega, \tau)^T - \alpha \nabla J'(\omega, \tau) \tag{27}
\]

where \( \alpha \) is a step size parameter. An illustration of the objective function is shown in Figure 4.

V. Evaluation

We conducted three numerical evaluations of the proposed method by simulation. In the first experiment, the estimation accuracy of the modified sampling rate was evaluated. In the second experiment, the estimation accuracy for the different number of sound sources was evaluated. In the third
experiment, the estimation accuracy for the different signal length was evaluated. As the first step of the research, this paper only evaluated the sampling rate estimation. The offset was set randomly and assumed to be known. The root mean squared errors (RMSEs) of the estimated sampling rate and its parts per million (ppm, $10^{-6}$) representation were used for evaluation criteria.

The experimental environment is shown in Fig. 5. A circular 4-channel microphone array with a radius of 10 cm was used for recording. One microphone is randomly chosen from the four microphones then the sampling rate of the chosen microphone is slightly modified from the reference sampling rate of 16 kHz. The sampling rate of the remaining three microphones remained at 16 kHz. The amount of change is chosen from $\pm 0.1, 0.2, 0.5, 1.0, 1.5, 2.0, 5.0$ Hz. Those correspond to the change of $\pm 6.25, 12.5, 31.25, 62.5, 93.75, 125, 312.5$ ppm, which are realistic as practical bias [14]. Audio signals are recorded, i.e., created by numerical calculation, using such an asynchronous microphone array. The signal was recorded once in a 16 kHz synchronized manner, then each channel of the recorded signal was de-synchronized (resampled) based on the actual sampling rate and offset. The sampling rate of each microphone is estimated from the recorded signals, and the accuracy of sampling rate estimation is evaluated.

The number of sources are chosen from one to three. The first, the second, and the third sources were oriented at $0^\circ$, $90^\circ$, and $120^\circ$ respectively. Each sound source was set at a distance of 300 cm from the center of the microphone array. When the number of sources was one, two, and three, only the first source, the first and the second sources, and all of the three sources were used respectively. The first and second sources were male and female speech signals chosen from ATR Japanese speech database [22]. The third source was a pianoforte sound chosen from RWC Music Database: Instrument sounds [23]. The steering vector in each direction was generated based on geometric calculations. The length of the STFT frames and its shift were 512 and 256 samples. The step size for gradient descent was set to $10^{-4}$.

### A. Results

The RMSEs of the estimation of sampling rate for different modification of sampling rate are shown in Table I. The number of sound sources was fixed at two and the signal length was fixed at five seconds in this experiment. The RMSEs are less than $10^{-2}$ Hz and less than 0.5 ppm for any modifications. Therefore this result shows high estimation accuracy of the proposed method. When the modification is $\pm 0.1$ and $\pm 0.2$ Hz, the RMSEs are less than $10^{-4}$ Hz, which is considered to contain only the error derived from the numerical calculation error of the gradient. When modification changed from $\pm 2.0$ Hz to $\pm 5.0$ Hz, i.e., 2.5 times, the RMSE increased about 8 times. This result implies that some improvement of the proposed method is necessary to achieve a robust estimation for modifications exceeding $\pm 5.0$ Hz.

The RMSEs for different number of sources are shown in Table II. The modification was fixed at $\pm 1.5$ Hz and the signal length was fixed at five seconds in this experiment. The estimation accuracy did not change when the number of sources was one and two, and the RMSE increased 1.6 times when the number of sources was three. This result suggests that the estimation accuracy degrades as the number of sources increases. However, it is thought that the adverse effect of this degradation is small in a realistic situation such as meeting. This is because it is rare that three or more people always speak at the same time and it is common that only one person speaks in many sections.

The RMSEs for different signal lengths are shown in Table III. The modification and the number of sources were fixed at $\pm 1.5$ Hz and two respectively. The RMSEs are less than 0.0015 Hz and less than 0.1 ppm for any signal lengths. This result implies that one second of the signal length is sufficient long for the proposed method because the RMSEs are almost the same when the signal length is between one to five seconds. Even in a dynamic environment where the steering vector fluctuates, it is considered that the proposed method can be modified into the online version by introducing blockwise processing. For example, by setting the block length to five seconds, the environment in that block can be considered sufficiently static. When the signal length is 0.1 s, the number of frames $T$ is 5, so the proposed method achieves robust estimation accuracy for a small number of frames. According to the method of Miyabe et al. [14], they have been reported that the RMSEs are 2.2 and 1.4 ppm when the signal length is three and five seconds respectively. Although the experimental environment and conditions are not the same, the RMSE of the proposed method in each case is 0.031 ppm which is better than an existing method.

### VI. Conclusions

This paper describes a new method for synchronizing microphones from asynchronously recorded audio signals obtained by an asynchronous microphone array. We demonstrated two facts: both resampling and spectrum warping are represented as an equivalent linear transform, and a linear transform which compensates the difference of the sampling rate and offset can be defined. An observation

---

**TABLE II**

<table>
<thead>
<tr>
<th># of sources</th>
<th>Source direction</th>
<th>RMSE [Hz]</th>
<th>RMSE [ppm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[0^\circ]$</td>
<td>0.0005</td>
<td>0.051</td>
</tr>
<tr>
<td>2</td>
<td>$[0^\circ, 90^\circ]$</td>
<td>0.0005</td>
<td>0.031</td>
</tr>
<tr>
<td>3</td>
<td>$[0^\circ, 90^\circ, 120^\circ]$</td>
<td>0.0008</td>
<td>0.050</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>Signal length [s]</th>
<th>RMSE [Hz]</th>
<th>RMSE [ppm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0014</td>
<td>0.088</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0015</td>
<td>0.094</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0010</td>
<td>0.063</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0006</td>
<td>0.038</td>
</tr>
<tr>
<td>3.0</td>
<td>0.0005</td>
<td>0.031</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0005</td>
<td>0.031</td>
</tr>
</tbody>
</table>
model of spectrum mixture recorded by an asynchronous microphone array using the spectrum warping matrix is constructed. A logarithmic determinant of the correlation matrix of the compensated observation spectrum is derived as a new objective function to relax a rank minimization problem. An iterative estimation algorithm based on gradient descent efficiently estimated the sampling rate through the numerical evaluations. In future work, we will incorporate an accomplished spectrum source model such as low-rank spectral model and a neural-network based model as reported in [24], [25], and extend the model to include sound source separation.
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