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Abstract—Achieving and maintaining line-of-sight (LOS) is challenging for underwater optical communication systems, especially when the underlying platforms are mobile. In this work, we propose and demonstrate an active alignment control-based LED-communication system that uses the DC value of the communication signal as feedback for LOS maintenance. Utilizing the uni-modal nature of the dependence of the light signal strength on local angles, we propose a novel triangular exploration algorithm, that does not require the knowledge of the underlying light intensity model, to maximize the signal strength that leads to achieving and maintaining LOS. The method maintains an equilateral triangle shape in the angle space for any three consecutive exploration points, while ensuring the consistency of exploration direction with the local gradient of signal strength. The effectiveness of the approach is first evaluated in simulation by comparison with extremum-seeking control, where the proposed approach shows a significant advantage in the convergence speed. The efficacy is further demonstrated experimentally, where an underwater robot is controlled by a joystick via LED communication.

I. INTRODUCTION

LED-based underwater wireless optical communication is emerging as a promising, low-to-medium range alternative or complementary technology for acoustic communication, because of its attributes of low power consumption and high data rates [1], [2]. Many of the recent studies focused on increasing the range and data-rate of transmission. Examples include achieving a data rate of 4.8 gigabits per second (Gbps) over 5.4 m using a 450 nm laser diode [3], 7.2 Gbps for 6.8 m in seawater [4], and 15 Gbps for 20 m [5]. However, an inherent challenge associated with the optical communication systems is the requirement of the line-of-sight (LOS) between the communicating modules.

Several approaches have been proposed and implemented to address the issue of LOS. The use of multiple LEDs and/or photo-diodes has been reported [6], [7], [8], which eliminates the need for active alignment for the LOS. The redundancy in these systems leads to increased cost, power consumption, and system complexity. Modulating-retro-reflector (MRR)-based alignment systems have been developed for laser-based free-space optical communication (FSOC) systems [9], [10], [11], [12], where an MRR terminal is attached to a mobile platform, and most of the weight, power, and alignment mechanism requirements are placed on an active stationary ground station. This asymmetry makes the MRR-based systems unsuitable for mobile robot applications. Simulation studies on the use of 4 Quadrants Detectors (4QD) using step track and gradient ascent/descent algorithms [13], as well as Kalman filter [14], have been reported for optical beam tracking. Theoretical results supported by simulation studies have been presented by Bashir et al. [15] on the use of estimation techniques for a photo-detector array. These aforementioned systems also use redundancy at the receiver end, which is not desirable. A bi-directional free-space optical communication system that can auto-locate and align itself is demonstrated by Abadi et al. [16]; however, the system uses GPS and camera for redundancy in operation.

In this work, we propose and demonstrate an active alignment control-based LED-optical communication system for the underwater setting that uses a single LED (transmitter) and a single photo-diode (receiver). The signal from the photo-diode is used for both communication and feedback for alignment control. In our prior work [17], we have shown the tracking of an LED beam using an extended Kalman filter (EKF) in simulation and experiments in air. However, that approach assumes the knowledge of a precise light intensity model and hence requires significant effort in model identification. Furthermore, the approach relies on a constant scanning motion to ensure observability and thus convergence of the estimate. In this paper, we propose a novel triangular-exploration algorithm to achieve the maximum of light intensity, which corresponds to LOS with the transmitter.

The proposed algorithm moves the transceiver pointing direction in an equilateral triangular grid pattern and guarantees the pointing direction to be consistent with the local gradient direction. The method only requires the light intensity to be a unimodal function of the angle offsets from LOS, and does not require an explicit model for implementation. Furthermore, the approach also works directly for the setting of bi-directional communication. To benchmark the performance of our algorithm, we compare it with a perturbation-based extremum-seeking control algorithm [18], [19], as it is also model-free and applicable to the bi-directional version of the alignment control problem. Simulation results show that the proposed triangular-exploration approach has more than one order of magnitude faster convergence to the point of maximum light intensity than the extremum-seeking algorithm. We further experimentally demonstrate the efficacy of the proposed triangular-exploration algorithm in simultaneous communication and tracking using an underwater robot. Considering the model-free and generic nature of our approach, it is applicable to a general scenario of local active alignment for single beam signals.
The organization of the rest of the paper is as follows. Section II discusses the basic problem set up. The details of the alignment algorithms are discussed in Section III. Simulation results are presented in Section IV, followed by the discussion on experimental setup and results in Section V. Finally, concluding remarks are provided in Section VI.

II. SYSTEM SETUP

Here, we first discuss the hardware setup and describe the relevant mathematical representation of the system behavior.

A. System Setup

Fig. 1 shows the hardware setup of the transceiver module. For the transmitter, a Cree XR-E Series LED with a principal wavelength of 480 nm is used, and for the receiver, a photodiode from Advanced Photonix (part number PDB-V107). Two Dynamixel servo motors are used to control the azimuthal and elevation angles of the transceiver, respectively. Slip-rings are adopted to transmit the power and signals between the base stage and the rotation stage without the tangling of wires.

Fig. 2 illustrates the extraction of two components of the optical signal incident on the photodiode. The optical signal is converted to an electrical signal by the photodiode. The comparator converts the electrical signal to a digital signal based on a predefined threshold. The digital signal contains the information transmitted from the transmitter. When the electrical signal is passed through the low-pass filter, the DC component of the original signal is proportional to the intensity of the light received by the photodiode and is used as feedback signal $y$ for LOS search and maintenance in our work.

B. Received Light Intensity

As discussed in [17], the light intensity measurement $y$ at the receiver, transmitted from a distance $d$, can be summarized as:

$$y = C_p I(\gamma)e^{-cd}g(\phi, \theta)/d^2,$$

where $C_p$ is a constant of proportionality, $\gamma$ is the angle between the transmitter’s normal and the direction of LOS with the receiver, $I(\gamma)$ denotes the spatial intensity curve of the transmitter LED, which represents the intensity of light at unit distance and angle $\gamma$. The term $c$ is the attenuation coefficient of the transmission medium (water in the current case). The terms $\phi$ and $\theta$ represent the azimuthal and elevation components of the angle of LOS with the receiver’s normal in local coordinate system of the receiver. Fig. 3 illustrates the variables of interests and local coordinate systems. The coordinate frames are denoted as the base-coordinate system $(o-x'y'z')$ and the receiver-coordinate system $(o-xyz)$, respectively. Both coordinate systems share the same origin.

The following sequential rule defines the axes of the frames:

- $y'$ is the rotor’s axis of base Dynamixel servo of the transceiver.
- $x$ is the heading direction (normal) of the receiver.
- $x'$ aligns with the zero angle of the base Dynamixel servo.
- $z'$ is decided by the right hand rule.
- $z$ and $y$ are chosen such that $z$ lies in $x'-z'$ plane, and the receiver-coordinate system aligns with the base-coordinate system when the heading direction ($x$-axis) aligns with the $x'$-axis.

In the present work, we focus on local alignment control...
techniques, and hence we consider a quasi-static light source, where it is assumed that the terms containing \(d\) and \(\gamma\) are constant or vary slowly as compared to \(\phi\) and \(\theta\). The function \(g\) characterizes the receiver’s field of reception and can be approximated by curve fitting of light intensity data collected for multiple values of \(\phi\) and \(\theta\) at constant \(d\) and \(\gamma\), illustrated in Fig. 4. The figure shows that the function \(g\) is unimodal, which is the only requirement for the algorithms discussed in the next section.

To facilitate the presentation, next we define the states of our system as the receiver’s pointing direction as expressed in the base coordinate system, denoted by \(x = [x_1, x_2]^T\), where the system dynamics evolve in the discrete time as:

\[
\begin{bmatrix}
    x_{1,k+1} \\
    x_{2,k+1}
\end{bmatrix}
= \begin{bmatrix}
    x_{1,k} + u_{1,k} \\
    x_{2,k} + u_{2,k}
\end{bmatrix}
\]  

(2)

The unknown but fixed direction of LOS is denoted by \(x^* = [x_1^*, x_2^*]^T\), which can be approximated by the following relation

\[
\begin{bmatrix}
    x_1 - x_1^* \\
    x_2 - x_2^*
\end{bmatrix}
\approx \begin{bmatrix}
    \phi \\
    \theta
\end{bmatrix}
\]  

(3)

The approximation works well at low-elevation pointing direction of the receiver (state \(x_2\)) and is also used in modeling for simulation discussed in Section IV. The exact mathematical details are omitted for readability; however, it is implemented in the experiment. Henceforth, the output equation becomes

\[
y_k \approx C' (x_{1,k} - x_{1}^*, x_{2,k} - x_{2}^*)
\]  

(4)

with \(C'\) denoting a new constant which also captures \(\gamma\) and \(d\). The desired control algorithm should steer the states \(x\) to a small neighborhood of \(x^*\) from any admissible initial value.

### III. ALIGNMENT CONTROL ALGORITHMS

In this section, we first present the proposed alignment control algorithm and then briefly describe the implementation of the two-dimensional discrete-time extremum-seeking algorithm that is used for comparison in this work.

#### A. Triangular Exploration Algorithm

Given any initial condition \([x_{1,0}, x_{2,0}]^T\), we choose

\[
\begin{bmatrix}
    u_{1,0} \\
    u_{2,0}
\end{bmatrix}
= \begin{bmatrix}
    \delta \cos(\psi_0) \\
    \delta \sin(\psi_0)
\end{bmatrix}
\quad \begin{bmatrix}
    u_{1,1} \\
    u_{2,1}
\end{bmatrix}
= \begin{bmatrix}
    \delta \cos(\psi_0 + \Delta \psi_0) \\
    \delta \sin(\psi_0 + \Delta \psi_0)
\end{bmatrix}
\]

where \(\delta > 0\) is the step-size, with \(\psi_0\) chosen randomly from \((-\pi, \pi)\) and \(\Delta \psi_0 \in \pm \frac{2\pi}{T}\), where the sign is chosen randomly. The above initialization places the first three values of the states \(x_0, x_1,\) and \(x_2\) in an equilateral triangle pattern. Now, define the control law \(u_k = [u_{1,k}, u_{2,k}]^T\) as follows:

\[
u_k = \begin{cases}
    x_{k-1} - x_{k-2}, & \text{if } \Delta y_k \geq 0 \\
    x_{k-2} - x_{k}, & \text{if } \Delta y_k < 0,
\end{cases}
\]

(5)

where \(\Delta y_k = \frac{x_{k-2} + y_{k-1}}{2} - y_{k-2}\). The control algorithm with the initialization ensures that the next, present and the previous states form vertices of an equilateral triangle, as illustrated in Fig. 5. Consider three points, illustrated in Fig. 5 as, \(x_k, x_{k-1}\) and \(x_{k-2}\) forming an equilateral triangle with side \(\delta\). There are only two possibilities for the next point \(x_{k+1}\); when \(\Delta y_k < 0\), the next point \(x_{k+1}^\prime\) comes back to the second previous point \(x_{k-2}\), and when \(\Delta y_k \geq 0\) the next point \(x_{k+1}^\prime\) completes the rhombus with the last three points. Further, the approximate gradient at point \(M_k\) (midpoint of segment joining \(x_{k-1}\) and \(x_k\)) along the local coordinate axes \(\hat{x}_k\) (direction of \(x_{k-1} - x_{k-2}\)) and \(\hat{y}_k\) (direction orthogonal to \(\hat{x}_k\)) computed by finite difference is

\[
\nabla y_k = \begin{bmatrix}
    \frac{x_{k-2} + y_{k-1}}{2} - y_{k-2} \\
    \frac{y_{k-1} + y_{k-2}}{2} - 2y_{k-2}
\end{bmatrix}.
\]

The second component of the gradient is a scalar multiple of \(\Delta y_k\), and the next point always lies on the local \(\hat{y}_k\) axis, which is orthogonal to the previous direction of motion, in the increasing direction of the component of the gradient in \(\hat{y}_k\).

#### B. Benchmark Approach: Extremum seeking (ES) Control

For comparison, we consider a two-variable version of the discrete-time extremum seeking control algorithm [19]. The block diagram in Fig. 6 illustrates the details of the implementation. The perturbation signals \(A \sin(\omega_p k)\) and \(A \cos(\omega_p k)\) are applied to each of the current mean of the states: \(\bar{x}_{1,k}\) and \(\bar{x}_{2,k}\), and then the perturbed states are put into the plant. The resulting plant output \(y_k\) is passed through a high-pass filter (HPF). The filtered output is multiplied by the corresponding perturbation signals to generate the biases \(\xi_{1,k}\) and \(\xi_{2,k}\), which are then used to update the mean of the states (through a discrete-time version of “integration”) completing a feedback loop with the plant. The initial value
of the mean of the states is chosen as the initial condition $[x_{1,0}, x_{2,0}]^T$.

Fig. 5: Illustration of the triangular-exploration method.

IV. SIMULATION RESULTS

In this section, we run simulation to study the performance of the two approaches to alignment control as described in the previous section. For generating the simulated intensity measurement $y$ for the system, the measurement function $g(\phi, \theta)$ is taken to be a Gaussian function that is fitted to the data shown in Fig. 4:

$$g(\phi, \theta) = \exp\left(-\frac{\phi^2 + \theta^2}{a^2}\right)$$

with $a$ characterizing the width of the reception of photodiode. For a fair comparison between the triangular-exploration algorithm and the extremum-seeking (ES) algorithm, we choose the same sampling frequency $f_s$ for each of them. Furthermore, the perturbation frequency $f_p$ of the ES algorithm is chosen to be one-third of $f_s$ so that the two-dimensional perturbation pattern of the ES algorithm becomes an equilateral triangle as well. Next, the size of the equilateral triangle of each of the algorithms is also made equal by choosing appropriate step-size $\delta$ and perturbation amplitude $A$ respectively. Table I lists the values of all the parameters used in the simulation.

**TABLE I: Parameters used in simulation.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>20°</td>
<td>Gaussian width for function $g$</td>
</tr>
<tr>
<td>$f_s$</td>
<td>100 Hz</td>
<td>Sampling frequency</td>
</tr>
<tr>
<td>$f_p$</td>
<td>33.33 Hz</td>
<td>Perturbation frequency</td>
</tr>
<tr>
<td>$A$</td>
<td>1°</td>
<td>Perturbation amplitude</td>
</tr>
<tr>
<td>$K$</td>
<td>500</td>
<td>Summation gain for extremum-seeking</td>
</tr>
<tr>
<td>$r$</td>
<td>$5\sqrt{3}$°</td>
<td>Amplitude of circular motion for time varying optimum case</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$\sqrt{3}$°</td>
<td>Step size for triangular-exploration algorithm</td>
</tr>
</tbody>
</table>

Fig. 7 shows trajectories of the states from the starting point $S$, under the proposed triangular exploration algorithm and the ES algorithm, respectively. It can be seen that, under each algorithm, the states converge to the neighborhood of the optimum point $O$. The triangular exploration algorithm moves in a zig-zag way but in a fixed direction for some time in the beginning. It then corrects itself frequently to follow the gradient and reach the neighborhood of the optimum point. The mean path of the ES algorithm follows the gradient and goes straight towards the optimum point. However, it is to be noted that while traversing the path, it spends a considerably large amount of time on exploration, and hence the actual speed of convergence is slower than the triangular exploration algorithm. It is important to note that both of the algorithms continue to oscillate around the optimum even after reaching a finite neighborhood around it. These oscillations are necessary in reality, especially when the optimum point is time-varying (for example, when the two communicating parties are moving with respect to each other), as we study next.

We consider a case when the optimum point has the following dependence on time:

$$\begin{bmatrix} x_{1,k}^* \\ x_{2,k}^* \end{bmatrix} = \begin{bmatrix} r \cos(2\pi f_M k / f_s) \\ r \cos(2\pi f_M k / f_s) \end{bmatrix}$$

which essentially means that the optimum circles the origin at the rate of $f_M$ (frequency of motion) cycles per second at the radius of $r$ degrees. Fig. 8 illustrates the evolution of states and the output for both of the algorithms for this time-varying optimum scenario. It can be observed that the states of the triangular exploration approach converge to the trajectory of optimum significantly faster than the states of ES approach. Further, there is a small lag in the tracking for the ES approach. The outputs of both of the approaches eventually converge close to the maximum value, which is 1 V.
To further characterize the performance and limitations of the algorithms when tracking a moving optimum, we simulate the algorithms over a range of speeds of motion; 

\[ f_M \in [0.001, 10] \text{ Hz}. \]

To illustrate the average tracking performance, we consider a metric called mean steady-state error \( e_m \), which is defined as

\[
e_m = \frac{1}{100} \sum_{k=n_f-99}^{n_f} \| x_k - x_k^* \|, \tag{8}
\]

where \( n_f \) is the total number of iterations in one simulation run of an algorithm and \( \| \cdot \| \) denotes the Euclidean norm of a vector. The number 100 is considered to effectively capture the average of steady-state points. Next, for each of the considered frequency of motion, we generate 1000 initial points from the set \( (x_0 \in (-30^\circ, 30^\circ) \times (-30^\circ, 30^\circ)) \) using the Latin Hypercube Sampling (LHS) technique in Matlab, and perform a simulation run for each of these initial conditions. The average and standard deviation of \( e_m \) from all of these runs yield the cumulative tracking performance at the particular frequency of motion. Fig. 9 shows the average tracking performance with the error bars over a range of speeds of motion. Fig. 9 suggests that the triangular exploration algorithm can track the moving optimum by at least one order of magnitude faster as compared to the extremum-seeking approach. Hence for the experimental work, presented next, we have only considered the triangular exploration algorithm. It is to be noted that ES algorithm shows a plateau as it converges to the center of the circle of motion however triangular algorithm shows high variation in the tracking performance as it does not show any convergence at high frequencies.

V. EXPERIMENT SETUP AND RESULTS

In this section, we first describe our experimental setup, which comprises an underwater robot and an optical wireless joystick. Fig. 10 shows an underwater robot equipped with the transceiver module, described in Section II, inside a transparent casing. It consists of three T100 thrusters from Blue Robotics: two for horizontal motion and the other one for vertical motion of the robot. The robot is kept neutrally buoyant for ease of operation. For on-board processing and computation, a BeagleBone\textsuperscript{TM} blue computer board is used. Fig. 11 shows an optical communication-based joystick controller, where a PS4 joystick is integrated with the LED communication circuitry. The joystick is inspired by diver interface module [20], where high-level commands were transmitted by a human scuba diver to a robotic fish using acoustic communication. The joystick in this work is intended to direct the aforementioned robot in the underwater scenario by sending commands "go up", "go forward", "turn left", etc. The commands corresponding to the buttons pressed on the joystick are received by an on-board BeagleBone\textsuperscript{TM} blue
computer through a USB cable. The board then generates on-off keying (OOK) signals by the UART (Universal Asynchronous Receiver/Transmitter) protocol at a baud-rate of 115,200 bits per second (bps), which are then transmitted through the LED of the joystick-controller. In addition, a predefined dummy string of characters is always transmitted repetitively from the LED to generate a constant average light intensity that facilitates active alignment control at the receiver end of the robot.

On the robot’s end, the optical signals are received by the photo-diode and the two components, the average value $y$, and the information signal, are passed on to the on-board computer, which then uses the triangular exploration algorithm to steer the transceiver to align with the LOS. Fig. 12 shows the plots of the received signal intensity $y$ along with bit-rates of reception and error rates over the course of an algorithm run. For this experiment, the robot is held steady underwater, and the LED-joystick is held about a meter away, pointing at the transceiver’s location of the robot. The controller only transmits the dummy string, so that it is easier to compute the bit error rate on the other end. The received data-rate is computed by dividing the number of bits received by the length of the iteration interval (0.5 s). Since the expected incoming string is known, the bit-error-rate is computed by calculating the hamming distance between the received and expected bit strings.

At the beginning of the experiment, the transceiver of the robot was pointing away from the LED-joystick, and hence the received signal signal-strength was too low (less than the threshold of the comparator) for enabling communication. As time progresses, the signal strength increases, and at about the 21 second mark, the receiver starts receiving some bits. However, a major portion of the bits have error at this point. Here, the signal strength must be comparable to the comparator threshold resulting in a high signal to noise ratio (SNR). Moving forward, at about 25 seconds, as the signal strength increases further, the bit error eventually dissipates to zero, and the received information rate stabilizes to a value of about 10 Kbps, which is close to the baud-rate of transmission. The difference between the rates is attributed to the parity bit, which is used for built-in error correction by the UART protocol. At about 30 seconds, the signal strength gets saturated around a constant intensity; at this point, it is also visually observed that the transceiver pointing direction oscillates around the LOS with the LED-controller.

The setup is further tested in a swimming pool facility at the Michigan State University. The LED-controller is made operational underwater by sealing inside a transparent plastic bag so that the buttons remain accessible, and the light of LED is not blocked. Fig. 13 shows a human operator directing the robot to navigate inside the pool. The robot is commanded to move forward, backward, turn, and move upward/downward. It is to be noted that the human supervisor sometimes manually adjusts the pointing direction of the joystick to re-establish LOS with the robot’s transceiver as the LOS gets disturbed due to fast relative motion between the robot and the controller.

VI. CONCLUSION AND FUTURE WORK

In this work, we presented an active alignment control-based LED communication system for underwater robots.
Given that the dependence of received light intensity on the local angles is unimodal, we proposed a triangular-exploration algorithm for real-time alignment control to achieve and maintain LOS. The algorithm ensures that the last three points always form an equilateral triangle so that it has a good estimate of the local gradient, and it uses the last three measurements to decide its next step in the gradient direction while maintaining the equilateral triangle shape. The tracking performance of the approach was compared with an extremum-seeking control method and was observed to have a significantly improved convergence rate. The efficacy of the algorithm was tested on an underwater experimental setup, where the dependence of data-rate on signal-strength was also demonstrated. Furthermore, the system was demonstrated for an application where a human operator wirelessly controlled a robot in an underwater scenario using an LED communication-based joystick.

Although the presented results are validated on the specialized hardware setup, the model-free and generic nature of the approach makes the results widely useful for scenarios of active alignment of single beam signals. For future work, we plan to create another copy of the underwater robot to demonstrate our approach in a bi-directional communication and collaboration setting. We will further perform comprehensive experiments to investigate and improve the robustness of our approach to challenging situations with noise and water disturbances.
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