From Points to Planes - Adding Planar Constraints to Monocular SLAM Factor Graphs

Charlotte Arndt¹,², Reza Sabzevari¹ and Javier Civera²

Abstract—Planar structures are common in man-made environments. Their addition to monocular SLAM algorithms is of relevance in order to achieve more complete and higher-level scene representations. Also, the additional constraints they introduce might reduce the estimation errors in certain situations. In this paper we present a novel formulation to incorporate plane landmarks and planar constraints to feature-based monocular SLAM. Specifically, we enforce in-plane points to lie exactly in the plane they belong to, propagating such information to the rest of the states. Our formulation, differently from the state of the art, allows us to incorporate general planes, independently of depth information or CNN segmentation being available (although we could also use them). We evaluate our method in several sequences of public databases, showing accurate plane estimations and pose accuracy on par with state-of-the-art point-only monocular SLAM.

I. INTRODUCTION

A typical, though important, challenge for robots and autonomous vehicles is accurate localisation in an unknown environment. While this can be done with external systems like GNSS, those are not always available and often not accurate enough. In the case of GPS, for example, the localisation quality indoors or in urban canyons is often insufficient. An alternative is to use on-board sensors to build a map of the environment and to localise the robot with respect to it. This approach is called Simultaneous Localisation and Mapping (SLAM), and has been a highly researched topic for many years [1].

Among the many sensors used for localisation, monocular cameras stand out because of their high availability and low costs. The most popular monocular SLAM systems, for example ORB-SLAM2 [2] or DSO [3], use points as the primary, and most often the only, landmark type in the map. However, points do not preserve any high-level information about the semantics and geometric structure of the scene. Over the years there have been significant efforts to use semantic information in Structure from Motion [4], [5] and mapping [6] or to incorporate elements like lines [7], [8] or objects [9]–[11] into monocular SLAM systems.

In this paper, we focus on planes. They are geometric structures which are commonly found in man-made environments and a good representation for semantically relevant elements like the floor or walls as well as surfaces of furniture. This makes them promising entities to enhance the map representation of SLAM systems. Also, they have the potential to reduce the estimation errors, as they add constraints with a large spatial extent.

In the following, we present, a monocular system based on the state-of-the-art ORB-SLAM2 [2] that incorporates planes into the map and planar constraints into the optimization. Our main contribution is modelling the joint optimization of planes, points belonging to the planes and regular 3D points using factor graphs. In contrast to other sensing modalities, planes are not directly observed from the monocular images and hence have to be initialized from the point cloud of the underlining sparse map and updated via the points belonging to them. We evaluate our algorithm on several sequences from public datasets, demonstrating an accurate estimation of scene planes and camera pose errors on par with the point-only monocular SLAM baseline.

The rest of the paper is structured as follows: In Section II the related work on SLAM systems using planes is reviewed in detail and differences to our work are highlighted. Section III introduces our formulation for the joint optimization of keyframes, planes and points. Section IV details our experimental setup as well as the results. Finally, Section V contains the conclusions and lines for future work.

II. RELATED WORK

A. RGB-D Plane SLAM

RGB-D cameras have become popular sensors for indoor vision applications. The depth channel allows us to produce 3D reconstructions at scale even from a single view.

With RGB-D cameras, it is possible to measure planes directly. Based on this, Kaess [12] introduces a minimal representation of planes for SLAM suitable for optimisation with incremental solvers. Similar to quaternions, which are commonly used to represent rotations, a plane in homogeneous representation can be normalised to lie on the unit sphere $\mathbb{S}^3$ and be updated in the tangent space using the exponential mapping. This resulted in a planar mapping system using only planes as landmarks. Hosseinzadeh et al. [13] included this minimal formulation in their RGB-D SLAM system which uses points, planes and quadrics representing objects in the map. Additionally, they include constraints between planes based on the Manhattan world assumption and a tangential constraint between objects and planes. They are able to show substantial improvement compared to the state-of-the-art point-based RGB-D ORB-SLAM2 [2]. In our approach, we use such parametrization in
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the monocular case. This is challenging as the plane cannot be measured directly but only indirectly via the points that belong to it.

B. Monocular Plane SLAM

In contrast to RGB-D images, monocular ones do not generally contain the geometric information to estimate the parameters of a plane from a single image. Nevertheless, different monocular SLAM systems incorporating planes have been proposed.

Concha and Civera [14], [15] use triangulated planes to complete sparse and semi-dense monocular maps, but do not optimize the planes jointly with the map states. Gee et al. [16] is an early work on integrating planes into the joint SLAM optimization. The authors proposed a monocular EFK SLAM where planes are discovered from the 3D map points. Once a plane is detected, its points are then converted into a 2D representation within the plane, enforcing their planarity. In our work, we incorporate their planarity constraint into a factor graph formulation and integrate it into the state-of-the-art system ORB SLAM [2].

Yang et al. [17] estimate wall planes from wall-floor boundaries, which they detect using a CNN. The plane landmarks improve the robustness of their SLAM system in scenes with little texture. A follow up work [18] adds objects and modifies the plane detection. Pixelwise semantic segmentation is used to find initial wall-ground boundaries and the detections are refined using a CRF. Nevertheless, both systems are limited to wall planes, while our formulation can work with general planes, independently of how they are extracted.

In [11] a monocular SLAM system using points, planes and objects is presented. The plane are extracted by a neural network which makes it possible to generate plane measurements from monocular images directly. Objects are represented as quadrics.

Summing up, all methods presented except [16] either 1) use an RGB-D camera or a neural network to detect planes, or 2) do not include planes in the joint multi-view map optimization. In our work we address the monocular case, using the minimal parametrization proposed in [12] to optimise planes in the manifold. We combine this with the monocular planar constraint from [16]. Finally, we develop a factor graph-based formulation to optimise planes, points and keyframes and integrate this with ORB SLAM [2].

III. SLAM WITH POINTS AND PLANES

In this section we present our formulation for the optimisation of points and planes in a SLAM system.

A. Mapping and Tracking States

We define our map state \( x_M \) as follows

\[
 x_M = (c_1^T c_2^T \ldots P_1^T P_2^T \ldots \pi_1^T \pi_2^T \ldots y_1^T \ldots y_l^T \ldots)^T
\]

(1)

where \( C = \{ c_i \mid i = 1, \ldots, m : c_i \in SE(3) \} \) represents the poses of a set of keyframes, \( P = \{ P_j \mid j = 1, \ldots, n : P_j \in \mathbb{R}^3 \} \) are regular 3D points that do not belong to planes, \( K = \{ \pi_k \mid k = 1, \ldots, p : \pi_k \in \mathbb{R}^3 \} \) are the 3D planes, and \( \mathcal{Y} = \{ y_l^k \mid k = 1, \ldots, p : l = 1, \ldots, n_k : y_l^k \in \mathbb{R}^2 \} \) are the in-plane points, expressed in the reference system of the local plane.

The tracking state \( x_t \in SE(3) \) contains the camera pose in the current time step \( t \).

B. Plane Representation

There are many different alternatives to plane representation. A plane in homogeneous representation is given as \( \pi = (\pi_1, \pi_2, \pi_3, \pi_4)^T \in \mathbb{R}^3 \). Another common representation is using the normal vector \( n = (n_x, n_y, n_z)^T \) and the distance to the origin \( d \), where:

\[
 n = \frac{(\pi_1, \pi_2, \pi_3)^T}{\sqrt{\pi_1^2 + \pi_2^2 + \pi_3^2}} \quad (2)
\]

\[
 d = \frac{-\pi_4}{\sqrt{\pi_1^2 + \pi_2^2 + \pi_3^2}} \quad (3)
\]

To optimise a plane, it is best to use a minimal representation which has only as many parameters as the degrees of freedom of a plane, namely 3. Additionally, it should not contain singularities. This can be achieved by optimising in the tangent space of \( S^3 \) as proposed in [12]. Looking back at Equation (2) and Equation (3), it can be seen that the first three elements of a plane in its homogeneous representation form a vector part closely related to the normal vector of the plane, while the last element is a scalar related to the distance of the plane from the origin. Furthermore, by normalising the homogeneous coordinates of a plane, we have

\[
 \pi' = \pi/\|\pi\| \in S^3 \quad (4)
\]

Another representation of this unit sphere \( S^3 \) is in the context of quaternions. A quaternion \( q \) can be normalised to a unit quaternion \( q' \) which is frequently used to represent and optimise rotations.

\[
 q' \in S^3 = \{ q \in \mathbb{R}^4 : \|q\| = 1 \} \quad (5)
\]

Both representations cover the same space and therefore, they can be optimised in the same tangent space of \( S^3 \) using the exponential and log mapping derived by Grassia [19]

\[
 q'^{(s+1)} = \exp(\omega)q'^{(s)} \quad (6)
\]

\[
 \exp(\omega) = \left( \frac{1}{2} \sin(c) \cdot \frac{1}{c} \|\omega\| \right), \quad (7)
\]

where \( \omega \in \mathbb{R}^3 \) represents an incremental update of the plane. \( \bar{\omega} = \omega/\|\omega\| \) is the axis of the normal vector and \( \|\omega\| \) is related to the distance of the plane from the origin.
C. In-plane points

Once a plane is introduced in the monocular map, the 3D points belonging to such a plane can be represented as 2D points in the local coordinate frame of the plane (we will denote such points as in-plane points). In this manner, we enforce the points to be not only close to but exactly in the plane. As we use homogeneous coordinates during the optimisation, that means a conversion between different representations of the plane is needed to parameterize the points.

The position of an in-plane point relative to the plane origin is represented as a linear combination of two arbitrary orthogonal vectors contained in the plane, \(v_0\) and \(v_1\). For convenience, the origin of plane \(\pi_k\) in the world coordinate system \(O_k^w\) is defined as the point in the plane which is the closest to the origin of the world frame.

\[
O_k^w = (-dn_x \ -dn_y \ -dn_z)^T \quad (8)
\]

As \(v_0\) is perpendicular to the plane normal \(n\) and of unit length, we have the two equations \(v_0 \cdot n = 0\) and \(||v_0|| = 1\). Arbitrarily setting the \(y\)-component to zero allows us to solve for the remaining two components.

\[
v_0 = \begin{pmatrix} -n_z \ 0 \ 1 \end{pmatrix} \quad (9)
\]

As \(v_1\) is perpendicular to both \(v_0\) and \(n\), it can be determined as \(v_1 = v_0 \times n\).

Finally, we convert a 3D point in the world coordinate system \(P_j \in \mathbb{R}^3\) into a 2D in-plane point \(y_i^k \in \mathbb{R}^2\) in the coordinate system of its plane by implicitly projecting it onto the plane along the normal direction.

\[
y_i^k = \frac{(P_j - O_k^w) \cdot v_0}{(P_j - O_k^w) \cdot v_1} \quad (10)
\]

In the course of this operation, \(P_j\) is removed from the set of 3D points and \(y_i^k\) is added to the set of in-plane points instead.

D. Local Bundle Adjustment using Point and Plane Constraints

Our measurements \(Z = \{z_{1,1}, \ldots, z_{i,j}, \ldots, z_{i,k,j,k}, \ldots\}\) are the observations of regular points \((z_{i,j})\) and in-plane points \((z_{i,k,j,k})\) in the images taken by the camera.

The cost function to be optimised during the least-squares estimation is the sum of the reprojection errors of all points in all the images.

\[
C = \sum_{i,j} \rho_h(e_{i,j}^T \Omega_{ij}^{-1} e_{i,j}) + \sum_{i,k,l} \rho_h(e_{i,k,l}^T \Omega_{i,k,l}^{-1} e_{i,k,l}) \quad (11)
\]

We use the robust Huber cost function \(\rho_h\) and \(\Omega_{z_{i,j}}\) is the covariance matrix for the keypoint at the scale it was detected.

The projection equation is similar for 3D points and in-plane points. For 3D points, the keypoint \(z_{i,j}\) visible in the image of camera \(c_i\) is associated with point \(P_j\) and compared to its reprojected position.
Pose Graph Optimization and Loop Closure. To close a loop, both ends of the map need to be aligned followed by a global bundle adjustment. We first detach the in-plane points from the plane temporarily, in order to compute an initial alignment. After loop closure, the plane is re-estimated from the set of points that previously belonged to it. Some of the points might now be outliers to the re-estimated plane and converted into regular 3D points. Finally, a global bundle adjustment is performed on all points, planes and keyframe poses.

Local map for local bundle adjustment. In ORB-SLAM2, the local bundle adjustment is performed on a window around the current keyframe, which is selected based on covisibility information. To make sure the plane is optimised correctly, we add all points belonging to the plane to the optimisation. Additionally, all keyframes in which these points are visible are added but remain fixed.

Plane insertion and management. The initialisation and extension of planes is implemented as part of the mapping thread. In contrast to related papers where the authors extract planes from RGB-D data [12], [13] or additional information from CNNs [11], [17], we use a method based on the information already available in the SLAM map.

In our plane discovery algorithm, we use RANSAC to find planes from the 3D point cloud. Singular value decomposition (SVD) is used to calculate the plane parameters. New points are added to existing planes if their distance to the plane is within a certain threshold. As the system is monocular and therefore reconstructs only up to scale, this threshold is without scale. Another method for determining if points form a plane is semantic information. If semantic labels are available, a plane can be fitted to the points which belong to a class that can be represented with a plane (e.g., walls, floor, ceiling, doors or paintings).

Points can be removed from a plane if they are determined to be outliers during the optimisation. For this, we adapted the outlier conditions used in ORB SLAM which are based on the $\chi^2$ test [20]. We assume a two-dimensional Chi-squared distribution and use 0.95 as the confidence threshold. If they fail to pass the test for 80% of their edges in the factor graph, in-plane points are removed from the plane. Otherwise the outlier observations are eliminated. When a point is removed from its plane, it is converted into a regular 3D point with the same position in the world coordinate frame $w$. Freed from the plane constraint affecting it, following optimizations can move it to a position better supported by the image observations.

IV. EXPERIMENTS

In the following section, we present experimental results on three sequences from the TUM RGB-D dataset [21], the flyroom sequence from [22] and a sequence from the InteriorNet dataset [23]. We chose these sequences because they show scenes containing one or more planes, and because being publicly available facilitates future comparisons. The supplementary video shows exemplary runs of the conducted experiments for a further impression of the system performance.

A. Experiments with one dominant plane.

In the first experiments we examine the effect of adding a single dominant plane. We selected three sequences from the TUM benchmark, which consist of mainly planar structures and a sequence from the flyroom dataset, where the drone with a downward-facing camera flies multiple circles over a textured floor. Sample frames from all these sequences and views of the final map are shown in Fig. 2.

For the TUM sequences, the plane discovery is based on RANSAC. A plane hypothesis is accepted if it contains at least 12.5% of all map points as inliers. Once a plane with enough supporting points is found, it is inserted. Plane discovery continues on the full point cloud and if a plane hypothesis with more inliers is found, it replaces the previous plane. For the drone sequence a plane is fitted to all points and never replaced. For repeatability, we chose to insert the plane after 50 keyframes.

As the mapping thread is slowed down by plane discovery and the optimization, we play the sequences at reduced speed when inserting planes. This leads to a comparable number of map points and keyframes and hence to a fair comparison. The drone sequence is recorded with a faster camera motion and more affected by the slow-down of the mapping thread. Therefore, this sequence is played 20 times slower while the sequences from the TUM dataset are played 6 times slower.

Due to the unobservability of the real scale in monocular SLAM, we use different point-to-plane thresholds $d$ in the different sequences as given in the captions of Fig. 2a to 2d.

The results are displayed in Table I. We compute the absolute pose error against the ground truth trajectory and report the RMSE of the best out of 10 runs as well as the average. The variation over different runs is also visualised in the boxplots in Fig. 2 showing the distribution of the RMSE for these 10 runs and the average, so 11 entries in total.

The addition of the dominant plane improves the accuracy slightly in all four sequences for both the best run and the mean over all runs. Additionally, the maps of each sequence, shown in the right columns of Fig. 2, show a successful reconstruction of the dominant plane of the scene, which is the floor plane in all these sequences.

<table>
<thead>
<tr>
<th>sequence</th>
<th>ORB SLAM2 [2]</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>best</td>
<td>mean</td>
</tr>
<tr>
<td>nostr_txt_near [21]</td>
<td>1.2914</td>
<td>1.4486</td>
</tr>
<tr>
<td>str_txt_near [21]</td>
<td>1.1682</td>
<td>1.3992</td>
</tr>
<tr>
<td>str_txt_far [21]</td>
<td>0.7694</td>
<td>1.0592</td>
</tr>
<tr>
<td>flyroom_low Nobox [22]</td>
<td>5.4957</td>
<td>5.7687</td>
</tr>
</tbody>
</table>
B. Experiments with multiple planes

Additionally, we performed experiments with multiple planes which were extracted using semantic information. We use one sequence from the InteriorNet dataset [23] which provides many synthetic indoor scenes with semantic segmentation annotations.

To extract the planes, we used the ground truth semantic segmentation for classes which can be represented with planes. We choose the classes picture, floor and other structure. The latter is the class belonging to a wall decoration made from multiple pictures. For each new keyframe in the mapping thread, the ground truth masks are loaded and each keypoint that lies inside one of the masks is labeled with the corresponding class. A plane is fitted through the point cloud of a class after at least 50 points with that label are present.

We performed experiments with two planes (picture and other structure) and three planes and compare the results against plain monocular ORB SLAM. We use sequence HD5/3FO4JYDQGRUB with trajectory 1 and the images rendered with motion blur. The trajectories in the dataset are randomly generated and can contain motions unsuitable for camera tracking. In this sequence there is a sudden turn of the camera while only the floor is visible. We only use the sequence up to frame 725 which is 50 frames before tracking failure to remove any effects this could have on the experiments. As before, for the experiment with planes, the sequence is played 6 times slower, for both SLAM systems to have a comparable number of keyframes. We report the RMSE of the APE averaged over ten runs and the best run in Table II. A boxplot with the distribution over ten runs and the mean is shown in Fig. 3.

We show a comparable performance between ORB SLAM and our method with two or three planes. According to Table II, ORB SLAM had the best run overall while our method with two planes achieves better results on average. By introducing a third plane, the performance is slightly reduced. A possible reason for this could be a higher number of incorrect point-to-plane associations for the floor plane, which degenerate the trajectory accuracy. We are currently using the same point-to-plane threshold for all planes. It seems appropriate for the picture and other structure plane. In the case of the floor plane, there are multiple 3D points caused by the flowers shown in Fig. 3a in the middle, which are close enough to be incorrectly associated with the plane. A more sophisticated thresholding mechanism might therefore improve the results.

<table>
<thead>
<tr>
<th>Best run</th>
<th>Mean run</th>
<th>Best run</th>
<th>Mean run</th>
</tr>
</thead>
<tbody>
<tr>
<td>ORB SLAM2 [2]</td>
<td>0.3642</td>
<td>5.4459</td>
<td>0.5173</td>
</tr>
</tbody>
</table>

TABLE II: RMSE of the APE for the best run and the average over 10 runs on one sequence from InteriorNet [23], values in centimeters
V. Conclusions

In this paper we introduce a novel formulation to include planes in monocular feature-based SLAM. By enforcing points to be exactly on the plane, it is possible to reconstruct accurate planes from monocular SLAM and jointly optimise them with 3D points and camera poses. Our evaluation on different sequences from public datasets showed a slight improvement in pose estimation accuracy over the point-only baseline and a reasonable reconstruction of the plane in experiments with one or multiple planes. While our optimisation does not depend on a specific method for an initial plane hypothesis, the method at hand needs to be robust enough. In our experiments, we used a simple RANSAC based method and ground truth semantic information. In general, more sophisticated methods for extraction of planes from point clouds would be necessary for general scenes. Instead of ground truth semantic annotations, a CNN for semantic segmentation can be used. For future work, it would be interesting to investigate the effects of different sizes of planes in relation to the map and the number of points in the planes. Additionally, individual, adaptive point-to-plane thresholds could improve the multi-plane performance.
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