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Abstract—UAVs face many challenges in autonomous obstacle avoidance in large outdoor scenarios, specifically the long communication distance from ground stations. The computing power on onboard computers is limited, and the unknown obstacles cannot be accurately detected. In this paper, an autonomous obstacle avoidance scheme based on the fusion of millimeter wave radar and monocular camera is proposed. The visual detection is designed to detect unknown obstacles which is more robust than traditional algorithms. Then extended Kalman filter (EKF) data fusion is used to build exact 3D coordinates of the obstacles. Finally, an efficient path planning algorithm is used to obtain the path to avoid obstacles. Based on the theoretical design, an experimental platform is built to verify the UAV autonomous obstacle avoidance scheme proposed in this paper. The experiment results show the proposed scheme cannot only detect different kinds of unknown obstacles, but can also take up very little computing resources to run on an onboard computer. The outdoor flight experiment shows the feasibility of the proposed scheme.

I. INTRODUCTION

Unmanned aerial vehicles (UAV) can replace humans to perform tasks in complicated and harsh environments, with the advantages of flexible flight and easy to use. But in the flight environment, there are unknown and random obstacles everywhere. Thus, autonomous obstacle avoidance navigation system is the safety guarantee for the successful completion of flight missions. In recent years, the obstacle avoidance of UAV has become a research focus. Autonomous obstacle avoidance plays a decisive role in the trajectory planning of the drone design, which reflects the safety, stability and intelligence of the drone to a certain extent. The use of computer vision technology enables UAV to obtain a large amount of environmental information. Vision-based simultaneous localization and mapping (SLAM) refers to the robot's positioning based on vision and creating maps in completely unknown environments [1-3]. SLAM can provide positioning information and obstacle map information for the obstacle avoidance, but the technology needs amount of data storage during the navigation process. Therefore, SLAM is limited by the computing performance and storage space of the onboard computer, so it is difficult to use in large outdoor environment.

In order to perform obstacle detection, localization, and avoidance trajectory in the flight missions in large outdoor scenario, there are three main technical difficulties to solve: firstly, various unknown obstacles outdoors should be quickly detected by the drone; secondly, to achieve autonomous navigation, it is necessary to build the coordinates of the obstacle in 3D space; thirdly, based on the precise localization and shape detection of the obstacle, UAV can independently plan flight paths to avoid obstacles.

In this paper, an autonomous obstacle avoidance scheme based on the fusion of millimeter wave radar and monocular vision is proposed. As shown in Figure 1, we built an experiment based on verification platform for autonomous obstacle avoidance of UAV. A monocular camera and millimeter wave radar are used to detect the spatial information of obstacles, and then a flight path is generated through a path planning algorithm. A DJI matrix 100 UAV is used for flight verification, and the entire algorithm runs on NVIDIA Jetson TX2. Firstly, the monocular camera is used to identify obstacles and obtain the most dominant information, such as the outlines of the obstacle and the position of the center point. Then the information is fused with a millimeter wave radar to acquire the spatial position of obstacles and establish a local map. Finally, the path planning algorithm will generate a reasonable path to avoid obstacles.

This scheme has three significant advantages: 1) vision can identify as many unknown obstacles as possible, and it is

Figure 1. UAV autonomous obstacle avoidance scheme experimental verification platform. It use DJI Matrix 100 UAV with a monocular camera and a millimeter wave radar. One NVIDIA Jetson TX2 is as a processor.
not affected by the lighting environment; 2) combining the advantages of camera and millimeter wave radar, specifically obstacles’ information in the pixel plane and radar’s two-dimensional coordinates, stable and accurate 3D coordinates of obstacles is obtained by using EKF data fusion; 3) The whole navigation process can be run in real time on the onboard computer used without ground stations.

II. RELATED WORK

The detection algorithm of the vision-based obstacle detection technology is the key, and deep learning has been the focus. In 2014, the R-CNN [4] proposed by Ross Girshick achieved good results. R-CNN opened up new ideas for target detection. In 2015, the YOLO algorithm proposed by Redmon et al. who modeled object detection as a regression problem. The algorithm is designed by using a simple neural network to directly predict the bounding box and class probability for the entire images [5]. The YOLO algorithm has outstanding advantages, especially in terms of detection speed, and can maintain considerable accuracy and strong generalization ability. However, the biggest problem of deep learning algorithms is the large storage of data sets. Deep learning methods are more suitable for autonomous driving because obstacles that cars encounter on the road are more predictable. But drones face more unknown aerial obstacles for avoidance navigation in large outdoor scenarios. At this time, target detection algorithms based on deep learning cannot detect obstacles.

Multi-sensor fusion technology is important in the study of environmental perception and obstacle avoidance. Wang et al. proposed an indoor navigation scheme of drones based on lidar and vision [6], using inertial measurement unit (IMU) and vision for state estimation, and then using EKF-based data fusion with lidar to sense the environment, and finally achieving navigation. Bachrach et al. used lidar, IMU and monocular camera for obstacle avoidance research of rotorcraft drones, in which lidar is used to measure the distance and orientation of obstacles; combined environmental details of images are used to perform obstacle avoidance and navigation [7]. Both the two methods take a lot of computation to run on the onboard computer, and thus the communication between the ground station and the onboard computer requires high technique to be feasible. Due to the limitation of data transmission volume and distance of the wireless communication, UAV cannot complete autonomous obstacle avoidance tasks in the large outdoor scenario.

Traditional path planning algorithms, for example the artificial potential field method proposed by Khatib [8] in 1986, need to model obstacles in a certain space. The computational complexity and the dimension have an exponential relationship, and these algorithms are not appropriate to solve the path planning of UAV in 3D space. Sampling-based methods such as PRM [9] and RRT [10] have achieved excellent results in real-time performance. Although PRM and RRT algorithms can generate feasible solutions in a short time, the obtained paths are not optimal. Sertac et al. [11] proposed a real-time path planning algorithm called RRT*. This algorithm cannot only find the feasible solution as quickly as RRT, but also can converges to the optimal solution.

III. APPROACH

A. System Framework

As shown in Figure 2, the UAV autonomous obstacle avoidance system consists of three subsystems: hardware subsystem, communication subsystem and algorithm subsystem. The hardware subsystem contains a DJI matrix 100 UAV, a monocular camera, a millimeter wave radar and an onboard computer (NVIDIA Jetson TX2). The UAV and sensors are connected with onboard computer. Robot Operating System (ROS) runs on the onboard computer which is installed Ubuntu 16.04. Hardware devices are published as messages through ROS: DJI provides developers with application programming interface (API) based on ROS to transfer data through the serial port; based on the CAN bus provided by a millimeter wave radar, data is parsed and published into custom radar messages via communication protocols; with a common monocular USB interface camera, OpenCV is used to obtain image information and convert it into ROS standard messages.

With the obtained information of UAV and sensors, it enters the algorithm subsystem. The algorithm subsystem is composed of three modules, including a visual detection, an EKF data fusion, and a path planning module. In this paper, an obstacle detection algorithm based on point cloud clustering is proposed. This algorithm can be used to detect unknown obstacles in real time, with a small amount of calculation and without point cloud information. The information output by visual detection is fused with radar data to obtain detailed spatial coordinates of obstacles. The path planning algorithm based on RRT* generates a 3D path based on the fused obstacle information. The entire autonomous obstacle avoidance scheme can satisfy the real-time requirement for outdoor missions.

B. Visual Detection

As shown in Figure 3, each input image needs to be detected with ORB feature points, and then optical flow tracking is used to calculate the displacement of feature points between different frames. In this paper, optical flow tracking has two main functions: 1) calculating the disparity between the current frame and previous key frame according to the results of optical flow tracking, and determining whether the current frame is a key frame; 2) if current frame is not a key
frame, using the results of optical flow tracking of obstacles feature points as the position information. The advantage of flow tracking is fast. In order to ensure the accuracy of motion recovery, ORB feature matching is used to determine the displacement of feature points between key frames, so the visual detection algorithm in this paper gives a certain balance between the speed and accuracy.

The corresponding feature points of a point in space on the previous key frame and the current frame are defined as \( P_i(u_i, v_i) \) and \( P_{i+1}(u_{i+1}, v_{i+1}) \), respectively. Then the parallax of this point can be expressed as:

\[
d_i = \sqrt{(u_{i+1} - u_i)^2 + (v_{i+1} - v_i)^2}
\]  

(1)

The parallax \( d_i \) is compared to a parallax threshold \( d_{thre} \). If \( d_i > d_{thre} \), points exceeding the parallax threshold will be increased by one. If the number of points exceeding the parallax threshold is more than another point threshold \( N_{thre} \), then the disparity of the two frames is considered to be sufficient, and the current frame will be set as the current key frame. Then the motion of the two frames will be restored.

Epipolar geometry is used to restore the motion of two key frames. As shown in Fig. 4, \( P \) expresses a point in space. The projections on two adjacent key frames are \( p_i \) and \( p_2 \), respectively. The camera centers corresponding to the two key frames are \( O_1 \) and \( O_2 \), respectively. \( O_1, O_2 \), and \( P \) define a plane, called the epipolar plane. The intersections \( e_1 \), \( e_2 \) of the \( O_1O_2 \) and the imaging planes are called epipoles, while \( l_1 \) and \( l_2 \) are called epipolar lines. Solving the motions \( R \) and \( t \) between \( I_1 \) and \( I_2 \) is the epipolar geometry problem.

![Epipolar geometry](image)

Figure 4. Epipolar geometry. The motion between adjacent key frames is restored according to the feature points matching different frames.

The epipolar constraint can be expressed as:

\[
p_i^T K^{-1} t^* R K^{-1} p_i = 0,
\]

(2)

where \( K \) represents the internal parameter matrix and \( t^* \) represents the antisymmetric matrix of the vector \( t \). Here we take \( E = t^* R \), and \( E \) is called as essential matrix. The \( E \) can be solved by eight-point-algorithm. Consider eight pairs of matching points, their normalized coordinates are \( x_i = \left[ u'_i, v'_i, 1 \right]^T \) and \( x_2 = \left[ u'_2, v'_2, 1 \right]^T \) \((i = 1, 2, \ldots, 8)\). Writing the matrix \( E_{3 \times 3} \) as a vector \( e \), from the epipolar constraint, we can get a system of linear equations:

\[
(N_1, N_2, \ldots, N_8)^T e = 0,
\]

(3)

where

\[
N_i = [u'_1u'_2, u'_1v'_2, v'_1u'_2, v'_1v'_2, u'_2, v'_2, 1]^T
\]

(4)

This linear equations’ coefficient matrix is composed of the positions of the feature points. If the coefficient matrix is full rank, each element of \( E \) can be obtained by (4). When \( E \) is obtained, \( R \) and \( t \) can be solved by singular value decomposition (SVD). However, since the monocular camera cannot obtain the real scale information, the solved \( t \) is equivalent to the normalized coordinates.

When the key frames motion is obtained, the normalized space coordinates of the feature points can be conveniently calculated using the principle of triangulation. For example, assuming \( x_1 \) and \( x_2 \) are normalized coordinates of feature point at two key frames, then they satisfy:

\[
s_1x_1 = s_2Rx_2 + t
\]

(5)

With the known parameters \( R \) and \( t \), the distance between the space point to camera should be calculated. Multiplying \( x_i^T \) and \((Rx_2)^T\) on both sides of (5) respectively, we can get a system of equations:

\[
\begin{bmatrix}
-x_1^T Rx_2
-(Rx_2)^T
\end{bmatrix}
\begin{bmatrix}
s_1
s_2
\end{bmatrix}
= \begin{bmatrix}
x_i^T \ t
\end{bmatrix}
\]

(6)

Bringing normalize the pixel coordinates, \( R \) and \( t \) into (6), then \( s_1 \) and \( s_2 \) can be calculated. Due to the existence of noise, \( R \) and \( t \) estimated through epipolar geometry cannot make (6) completely true. A general method is to find the least square solution.

After obtaining the normalized point cloud of all feature points, the point cloud needs to be clustered to detect different obstacles. This paper uses DBSCAN (density-based spatial clustering of applications with noise) algorithm [12]. The set of feature points in space is supposed as \( D = \{x_1, x_2, \ldots, x_n\} \).

Two parameters \( Eps \) and \( MinPts \) are used to describe the closeness of the sample distribution in the neighborhood.

Algorithm 1 is the pseudo code of the DBSCAN. For any sample \( x_i \in D \), its neighborhood subsample set \( N_{Eps}(x_i) \) can be obtained through Euler distance. Supposing sample \( x_i \in D \), if \( \sqrt{(x_j - x_i)^2 + (y_j - y_i)^2 + (z_j - z_i)^2} \leq Eps \), then \( N_{Eps}(x_i) = N_{Eps}(x_i) \cup \{x_i\} \). If the number of samples in the neighborhood subsample set is greater than \( MinPts \), then \( x_j \)
is the core object. If different core objects are included in their respective neighborhoods, they are connected, and their neighborhood subsample sets are considered to belong to the same class. DBSCAN algorithm divides samples into different clusters according to this idea. If a sample does not belong to the neighborhood subsample set of any core object, the sample is considered as noise.

Algorithm 1: DBSCAN clustering

Input:
\[ D = (x_1, x_2, ..., x_m) : \text{Sample set to be clustered} \]
\[ Eps : \text{neighborhood radius} \]
\[ MinPts : \text{minimum neighborhood samples} \]

Output:
\[ C : \text{cluster division} \]

1. Initialize core object set \[ \Omega = \emptyset \]
2. Initialize the number of clusters \[ k = 0 \]
3. Initialize unvisited sample set \[ \Gamma = D \]
4. Initialize cluster division \[ C = \emptyset \]
5. for \[ j = 1, 2, ..., m \] do
6. \[ N_{\text{eps}}(x_j) = \text{NeighborhoodSubsample}(D, x_j, Eps) \]
7. if \[ |N_{\text{eps}}(x_j)| \geq MinPts \] then
8. \[ \Omega = \Omega \cup \{x_j\} \]
9. while \[ \Omega \neq \emptyset \] do
10. \[ \text{o} = \text{random}(\Omega) \]
11. Initialize current core object queue \[ \Omega_{\text{cur}} = \{\text{o}\} \]
12. Initialize cluster number \[ k = k + 1 \]
13. Initialize current cluster sample set \[ C_k = \{\text{o}\} \]
14. Update unvisited sample set \[ \Gamma = \Gamma - \{\text{o}\} \]
15. while \[ \Omega_{\text{cur}} \neq \emptyset \] do
16. Update core object set \[ \Omega = \Omega - C_k \]
17. \[ \text{o} = \text{random}(\Omega_{\text{cur}}) \]
18. \[ N_{\text{eps}}(\text{o}) = \text{NeighborhoodSubsample}(D, \text{o}, Eps) \]
19. \[ \Delta = N_{\text{eps}}(\text{o}) \cap \Gamma \]
20. Update current cluster sample set \[ C_k = C_k \cup \Delta \]
21. Update unvisited sample set \[ \Gamma = \Gamma - \Delta \]
22. Update \[ \Omega_{\text{cur}} = \Omega_{\text{cur}} \cup (\Delta \cap \Omega) - \{\text{o}\} \]
23. Update cluster division \[ C = \{C_1, C_2, ..., C_k\} \]
24. Update core object set \[ \Omega = \Omega - C_k \]
25. return \[ C \]

The visual detection algorithm is verified with a simple experiment. A book and a self-made mechanical claw are prepared as obstacles, and experiment shows that the algorithm can successfully classify different obstacles. As shown in Figure 5, point clouds of different colors represent different obstacles, and white points represent noise.

C. EKF Data Fusion

The millimeter wave radar used in this paper is able to obtain the center points of obstacles after clustering. Through CAN protocol data analysis, the coordinates of the center point of the obstacle and the speed can be obtained. To fuse the radar measurement with the results of visual detection, the points detected by the radar must be projected into the pixel coordinate system of the camera. Thus, the first thing to do is coordinate transformation.

![Figure 6. The coordinate systems of UAV autonomous obstacle avoidance scheme experimental verification platform.](image-url)

Fig. 6 illustrates the relationships between radar, camera, and pixel coordinate system, where \( O_rX_rY_rZ_r \), \( O_sX_sY_sZ_s \) and \( O_cX_cY_cZ_c \) represent the radar coordinate system, camera coordinate system and pixel coordinate system, respectively. Assuming the coordinate of a point in the radar coordinate system is \( (x_i, y_i) \), the projection of the point on the camera coordinate system can be formulated as:

\[
(x_i, y_i, z_i, 1)^T = T(x_i, y_i, H, 1),
\]

where \( T \) is a 4×4 external parameter matrix of the camera and radar, consisting of a rotation matrix and a translation vector. \( H \) denotes the height difference between the camera and the radar. Both \( T \) and \( H \) can be calibrated by measurement. According to the conversion relationship between the camera coordinate system and the pixel coordinate system, we can also get the projection coordinates of the point in the pixel:

\[
z_i(x_i, y_i, 1)^T = K(x_i, y_i, z_i),
\]

where \( K \) is the camera internal parameter matrix, which can be calibrated by Matlab or OpenCV. After the points in the radar coordinate system are projected onto the pixel plane, the measurements of the radar data and the output of the visual inspection can be fused.

In this paper, EKF is used for data fusion. The position and velocity \( x_f(p_x, p_y, v_x, v_y) \) of the obstacle in the radar coordinate system should be solved first. The measurement of
radar is \( x_r(x_y, y_y, v_{x_r}, v_{y_r}) \), and the camera measurement can be represented as \( x_c(u,v) \). According to the EKF [13], the prediction of the state can be expressed as:

\[
\begin{align*}
\dot{x}_f &= Fx_f, \\
\dot{P} &= FPF^T + Q
\end{align*}
\]  

(9)

In which, there are three variables to be solved, namely \( F, P \) and \( Q \). \( F \) represents the changing of the system state. Here only linear system is considered. It is easy to know:

\[
Fx_f = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}
\]  

(10)

In (9), \( P \) indicates the uncertainty of the system, which is expressed by the covariance of \( x_f \) and is an identity matrix. \( Q \) indicates other external disturbances that \( \dot{\dot{x}}_f = Fx_f \) cannot include.

When the state prediction is completed, next step is to update the state quantity according to the radar and camera measurement data. The radar uses KF, and the update formula of the state quantity is:

\[
\begin{align*}
y_e &= x_e - Hx_f, \quad S = HPHT + R_{radar}, \\
K &= PHHT^{-1}, \quad x_{f} = x_{f} + Ky_e, \\
P &= (I - KH)P,
\end{align*}
\]  

(11)

and camera uses EKF:

\[
\begin{align*}
y_e &= x_e - f(x_f), \quad S = HfPH^T + R_{cam}, \\
K &= PHfHT^{-1}, \quad \dot{x}_f = x_{f} + Ky_e, \\
P &= (I - KH)P,
\end{align*}
\]  

(12)

In equation (11), \( H = [I, 0] \) represents a linear transformation. \( R_{radar} \) represents the uncertainty of the measured value, which is usually provided by the sensor manufacturer. In equation (12), The nonlinear mapping \( f(x_f) \) from state space to measurement space is:

\[
f(x_f) = [u, v]^T = KTP_s + p_s + p_s^3 + K^T
\]  

(13)

and \( H_f \) represents the Jacobian matrix after linearization of the nonlinear mapping:

\[
H_f = \begin{bmatrix} f_x/z \quad 0 \\
0 \quad f_y/z \quad -f_y y'/z^2 \end{bmatrix} R
\]  

(14)

where \( f_x, f_y \) represents the focal length of the camera and \( R \) is the rotation matrix from the radar coordinate system to the camera coordinate system. By now the state quantities according to radar and camera measurements have been updated.

Through the EKF data fusion, the relationship between radar data and camera measurements can be corresponded. Combining these two sensors, we can obtain not only the outline information of obstacles, but also the coordinates of obstacles in the real world.

D. Path Planning

RRT is an efficient planning method in multidimensional space. An initial point is used as the root node, and child nodes can be randomly added to generate a random expanded tree. When the child nodes in the random tree contain the target point or enter the target area, the path from the initial point to the target point can be found in the random tree.

Algorithm 2: Bi-RRT*

**Input:** the C-space \( \chi \); start configuration \( x_{start} \); goal configuration \( x_{goal} \); number of iterations \( K \).

**Output:** Path connecting \( x_{start} \) to \( x_{goal} \).

1. \( V_1 \leftarrow \{x_{start}\}, \quad E_1 \leftarrow \emptyset, \quad T_1 \leftarrow (V_1, E_1) \)
2. \( V_2 \leftarrow \{x_{goal}\}, \quad E_2 \leftarrow \emptyset, \quad T_2 \leftarrow (V_2, E_2) \)
3. for \( k = 1 \) to \( K \) do
4. \( x_{new} \leftarrow \text{RANDOM\_STATE}(\chi) \)
5. \( x_{new} \leftarrow \text{NEARWEST\_NEIGHBOR}(x_{rand}, T_1) \)
6. \( x_{new} \leftarrow \text{STEER}(x_{rand}, x_{new}) \)
7. if obstaclefree\( (x_{new}) \) then
8. \( V_{i} \leftarrow V_i \cup \{x_{new}\}, \quad E_{i} \leftarrow E_{i} \cup \{(x_{new}, x_{new})\} \)
9. \( \text{rewire\_tree}(T_i, x_{new}, x_{goal}, r) \)
10. \( x_{new} \leftarrow \text{NEARWEST\_NEIGHBOR}(x_{new}, T_2) \)
11. \( x_{new} \leftarrow \text{STEER}(x_{new}, x_{goal}) \)
12. if obstaclefree\( (x'_{new}) \) then
13. \( V_{i} \leftarrow V_i \cup \{x'_{new}\}, \quad E_{i} \leftarrow E_{i} \cup \{(x'_{new}, x'_{new})\} \)
14. \( \text{rewire\_tree}(T_i, x'_{new}, x_{goal}, r) \)
15. if \( x_{new} = x'_{new} \) then
16. \( T = T_i \cup T_j \)
17. return \( T \)

Bidirectional RRT [14] was proposed to increase the search speed of RRT. Because two fast expanding random trees are grown from the initial state point and the target state point to search the state space, the efficiency will be higher. Based on the original RRT, RRT* improves the method of selecting parent nodes [11]. A cost function is used to select the node with the smallest cost in the expanded node field as the parent node. At the same time, it iteratively rewires nodes on the existing tree after each iteration, in order to ensure the computational complexity and progressive optimal solution. In this paper, Bi-RRT* algorithm combining of Bidirectional RRT and RRT* is used to improve the computing efficiency and ensure the optimality.

Algorithm 2 is pseudo code for Bi-RRT*, where \( \chi \) represents the search space. With a starting point and a target point, a path can be obtained after multiple iterations. In the
Algorithm 2, \texttt{RANDOM \_STATE()} indicates that random points are generated from the search space. \texttt{NEAREST \_NEIGHBOR()} denotes a random tree to find the node closest to the random point. \texttt{STEER()} means the expanding of random tree according to the direction of the input value. \texttt{obstaclefree()} is used to determine when an obstacle is encountered. Algorithm 3 is mainly used to reselect the parent node as well as rewire the tree.

\begin{algorithm}
\caption{\texttt{rewire\_tree}}
\textbf{Input:} the tree $T_i$; newly added node $x$; initial node $x_0$; search radius $r$
\textbf{Output:} rewired tree $T_i$
\begin{algorithmic}[1]
\STATE $x_{\text{near\_neighbor}} \leftarrow \text{findnear\_neighbor}(T_i,x,r)$
\IF {obstaclefree($x,T_i,r$)}
\FORALL {$x_{\text{near\_neighbor}}$}
\STATE $cal(dist(x,x_{\text{near\_neighbor}}) + \text{cost}(x_{\text{near\_neighbor}},x_0))$
\STATE $x_{\text{new\_parent}} \leftarrow \min(dist(x,x_{\text{nearer\_neighbor}},x_0))$
\STATE $E_i \leftarrow E_i \cup \{(x_{\text{new\_parent}},x)\}$
\ENDFOR
\ENDIF
\FORALL {$x_{\text{nearer\_neighbor}}$}
\STATE $cal(dist(x_{\text{nearer\_neighbor}},x) + \text{cost}(x,x_0))$
\STATE $x_{\text{new\_parent\_near\_neighbor}} \leftarrow \min(dist(x_{\text{nearer\_neighbor}},x))$
\STATE $E_i \leftarrow E_i \cup \{(x_{\text{new\_parent\_near\_neighbor}},x_{\text{nearer\_neighbor}})\}$
\ENDFOR
\RETURN $T_i$
\end{algorithmic}
\end{algorithm}

The path obtained by the Bi-RRT* algorithm is in the form of tree nodes. In order to make the path more consistent with the flying characteristics of UAV, the path should be smoothed. In this paper, Catmull-Rom interpolation algorithm [15] is used to smooth the path.

\section{Experiments and Results}

In this paper, all the algorithms have been verified on experimental verification platform, which together make up the UAV autonomous obstacle avoidance scheme. The three main schemes, including multiple obstacles detection, multi-sensor fusion localization and path planning algorithms are respectively tested on the experiment platform. In the end, the overall autonomous obstacle avoidance flight is completed.

\subsection{Visual detection experiments}

In the visual detection experiments, various objects are used as targets for verification. As shown in Figure 7 the algorithm in this paper can achieve reliable results, even for totally different targets. The lighting conditions in Figure 7d and Figure 7a-c are quite different, but the algorithm performs well. Figure 8 shows the result of the visual detection algorithm outdoors. Although the outdoor environment is more complex, the algorithm described in this paper can still detect obstacles in the camera field of view. In general, for unknown obstacles in the complex and changeable environment, the visual detection algorithm has certain robustness. The algorithm is fast enough to reach a detection speed of 11 frames per second at an image acquisition frequency of 18Hz.

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure7.png}
\caption{Results of visual detection algorithms for different objects.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure8.png}
\caption{Outdoor large scene obstacles detection results and 3D point cloud information.}
\end{figure}

\subsection{Obstacle Positioning based on EKF Data Fusion}

With the collected measurement data of radar and monocular camera, the experiment of obstacle location based on EKF data fusion is carried out. The above vision detection algorithm can obtain the pixel coordinates $(u,v)$ of obstacles, and the millimeter wave radar can detect the two-dimensional coordinates and speed $(x,y,v_x,v_y)$ of obstacles in the radar plane. The raw radar data shown in Figure 9 has mutation caused by error detection or missing detection, while the fusion filtered data has no mutation. This also ensures that the UAV flight process is more stable and safer. In addition, after EKF data fusion, as shown in Figure 10, accurate 3D coordinate information of obstacles can be obtained, so the information after fusion is richer than that obtained by a single sensor.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure9.png}
\caption{Comparison between the raw data obtained by radar and the data after EKF fusion. The blue line represents the data after fusion, and the red line represents the radar raw data.}
\end{figure}
C. Path Planning based on Bi-RRT*

Based on the outline and position information of obstacles, the OctoMap module is used in ROS to build a 3D map. As shown in Figure 11, the cuboids indicate obstacles, and different colors indicate changes in the height of obstacles. The green polyline represents the original path generated by the Bi-RRT* algorithm, and the red curve represents the path smoothed by the Catmull-Rom algorithm. Considering the flight characteristics of the drone, the smoothed path is used in the flight experiment. Although the path generated by Bi-RRT* is random, because of its superiority, it can basically complete path planning in 3D space within 1s. We also finally verify the path planning algorithm in the outdoor scenario shown in Figure 12. The UAV can fly along the planned path and successfully avoided obstacles.

D. UAV outdoor obstacle avoidance flight experiments

In order to verify the feasibility of the whole algorithm, outdoor experimental environment is constructed. A special tested field is selected to test the proposed scheme and platform for safety. As shown in Figure 12, the black cubes are machined as obstacles. The red frame and blue dots indicate the results of visual detection, while the small green circles represent the projection of the radar data in the image. After the radar data corresponds to the results of visual detection, the coordinates in blue at the top of Figure 12 are obtained after the EKF data fusion. Under the Bi-RRT* path planning algorithm, the UAV successfully avoids obstacles and reaches the target point.

The test results show that for the monocular camera with 18Hz frame rate and the radar with 20 Hz frame rate, the data output speed of vision detection and EKF data fusion can reach 11 Hz. Bi-RRT* algorithm can plan path within 1s. It can be seen that the proposed algorithm can achieve real-time obstacle avoidance flight of UAV when it is only applicable to onboard computer of UAV.
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