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Abstract 

In this presentation, I will argue that the main role of impedance modulation is to trade-off the need to 

reject external disturbances and the unavoidable uncertainty in contact locations. Stiffness helps 

increase accuracy but can lead to catastrophic results if contact with the environment is made 

unexpectedly. On the other hand, compliance and damping helps create safe contacts but can result in 

reduced tracking performance. To support this claim, I will present an algorithm to efficiently compute 

optimal impedance schedules that explicitly trades-off contact uncertainty and external disturbances 

and show that this can significantly increase robustness during locomotion on unknown terrains. Then I 

will discuss a reinforcement learning approach that explicitly incorporates structure in the learned 

control policy to enforce explicit impedance learning. In particular, I will show that the method can 

create behaviors that are robust to contact uncertainty (location, stiffness, friction) and transfer on real 

robots. All results will be demonstrated on our novel open-source quadruped robot capable of a large 

range of impedance modulation. 
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