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Abstract— This paper proposes deep learning based real-time
optical coherence tomography (OCT) image segmentation and
correction algorithm for vision-based robotic needle insertion
systems that can be used in DALK (deep anterior lamellar
keratoplasty) surgery. The proposed algorithm provides the
position of the needle tip, the lower boundary of the tissue,
and the marginal insertion depth solving traditional issues of
OCT images like refractive error, optical noise from surgical
tools, and the slow speed of volumetric scanning. Through the
ex-vivo experiment using 10 porcine corneas, the performance
of the proposed algorithm with a robotic system was verified.
The segmentation errors were 7.4 µm for the upper boundary,
10.5 µm for the lower boundary, and 3.6 µm for the needle tip.
The difference in needle slope between the outside and inside of
the cornea was dramatically reduced from 5.87 degree to 0.78
degree. The frame rate of the OCT image was 9.7 Hz, and
the time delay of the image processing algorithm was 542.6 ms
for 10 images of 512 × 512 pixels. The results of the proposed
algorithm were compared with those of the previous studies.

I. INTRODUCTION

Optical coherence tomography (OCT) allows non-contact
observation of cross-sectional tissue images using a safe laser
source with long wavelengths (1 µm). OCT has micrometer
resolution and millimeter scan range. Therefore, it has been
widely used to diagnose corneal and retinal diseases [1], [2].

Recently, the use of OCT has been extended to eye surg-
eries including corneal transplantation, glaucoma surgery,
and retinal surgery [1]. OCT images provide useful in-
formation for recognizing the relative position of surgical
instruments that can improve the quality of surgical results
[3]–[5]. For example, real-time visual feedback from OCT
enhanced the accuracy of suturing and needle positioning in
corneal surgery and minimized retinal damage during peeling
of scar tissue from the retinal surface [6].

In our study, we are particularly interested in OCT image-
based robotic surgical systems that allow a needle to be
inserted into the cornea for deep anterior lamellar kerato-
plasty (DALK). In DALK, a 27-gauge needle needs to be
be inserted precisely in certain depth, which is neither too
deep to penetrate Descemet’s membrane or too shallow
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Fig. 1: (a) The structure of the cornea and the procedure
of big-bubble technique in DALK. (b) The proposed image
processing method.

to fail to separate Descemet’s membrane [7]. There have
been many previous studies aimed at improving OCT image
processing techniques, but there are still unresolved issues in
implementing OCT image-based robotic systems, especially
in terms of speed and accuracy.

There are trade-offs between scanning range and image
processing speed. In [6], though two orthogonal B-scan
(tomographic cross-section) images were provided to the
surgeon during the insertion of the needle into the cornea,
the B-scan plane and the needle plane were frequently
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misaligned so that the exact position of the needle tip could
not be monitored, and the accuracy of the needle insertion
was lowered. Carrasco-Zevallos et al. proposed the real-
time 3D visualization of the OCT during surgery [8], but
the volumetric frame rate was limited to 1-10 volumes per
second to visualize the entire area of the cornea, and a frame
rate of 2 volumes per second was chosen to ensure sufficient
resolution for the operation. It was not enough speed in a
real-time robotic system, therefore, we approaches for real-
time recognition of the needle tip and the target tissue.

Another issue is the distortion of OCT images. Due to
the curvature of the corneal surface and the difference of
refractive index between air and the cornea, the laser ray
is refracted at the corneal surface. This phenomenon makes
it difficult to visualize the actual shape of the eye and
surgical instruments. Ortiz et al. proposed a method of
distortion correction, but used normal corneal images that
did not include corneal deformity and surgical tools [10].
Distortion correction requires discriminating the background,
tissue, and surgical tools in the OCT image. Zhou et al.
proposed needle reconstruction and needle tip prediction
methods for retinal injection, but the prediction methods
had some limitations due to the tissue deformation and
absence of distortion correction [9]. Draelos et al. showed
that a robotic needle insertion system was more accurate
than manual needle insertion [10], [11]. The system used a
real-time corneal splitting method, but assumed a paraboloid
of the cornea, which cannot be used for incised or severely
deformed tissues [12], [13].

The segmentation of medical images using deep learning
has been widely studied [14]–[17]. Masood et al. and Dos
Santos et al. proposed deep learning based segmentation
methods for OCT images and their performance was superior
than any other previous methods [16], [17]. The previous
studies offered us valuable insight, but those did not provide
clear direction to solve the issues, i.e., simultaneous division
of both corneal layer and needle in real-time [18]–[20].

In this paper, we propose an image processing algorithm
that includes automatic segmentation of OCT images, and
distortion correction methods. The image processing methods
are integrated with a robotic manipulating system consisting
of a three-axis stage and swept-source OCT (SS-OCT).

In order to provide an OCT images closer to the actual
geometry, the system uses automatic segmentation using
deep neural networks and distortion correction. In addition,
the robot manipulation allows to control the OCT scanning
range while maintaining sufficient image resolution and
eliminating the effects of hand tremor. In the experiment, the
accuracy of needle insertion using the proposed system was
evaluated using enucleated porcine eyeballs. The insertion
procedure during DALK, that requires accurate positioning
of a needle between the lower layer of the cornea and the
needle tip was performed to verify the performance of the
system. Needle control based on the image corrected by
the proposed algorithm allowed accurate and safe needle
insertion for the big-bubble technique in DALK.

II. THE PROPOSED METHOD

Fig.2 shows the overall procedure of OCT image pro-
cessing and the control of the robot based on the result
from the image process. In the needle insertion for DALK,
the final goal of the proposed algorithm is to control the
needle insertion depth (ds) so that the endothelial layer does
not get perforated. To extract information on the needle tip
and corneal boundary, semantic segmentation and distortion
correction of the OCT image are performed through image
processing. vi is updated by considering the shortest distance
(ds) between the needle tip and endothelial layer of the
cornea and image processing delay. When ds is smaller than
the target distance, the insertion is automatically stopped.
This section describes the proposed image procession algo-
rithm.

A. Image Segmentation Using Deep Learning

For OCT image-based control systems, the performance
depends entirely on image processing speed with sufficient
scanning range. The first step of image processing is to
extract background, a cornea and a needle from the OCT
images in real-time. This subsection describes how to imple-
ment a deep neural network for OCT image segmentation.

1) Network Architecture: U-net is well-known segmenta-
tion architecture for biomedical images [21]. The network is
composed of sequential convolutional blocks that consist of
two 3 × 3 convolutions with the same padding and a rectified
linear unit (ReLU), 2 × 2 max pooling with 2 stride, and 2 ×
2 up convolution with 2 stride (Fig. 3). The U-net structure
is modified for our application. A batch normalization layer
is added behind every convolutional block for input image
normalization and reduction of the training time [22]. The
input of the network is a normalized image (512 × 512 × 1)
that is the result of log scaled signal followed by FFT. The
output image is 512 × 512 × 3 in size, with each channel
representing a different class.

2) Training Data Acquisition and Manual Segmentation:
A total of 30 porcine eyeballs were used for the needle
insertion experiment to acquire network training images. The
porcine eye was placed in a custom-made cornea holder. The
range of insertion angle was ±5 ◦, and the orientation of
needle was downward so that the needle face was toward
the posterior surface of cornea. A 27 gauge needle was
inserted into the cornea at 0.1 mm/s until it penetrated the
endothelial layer. The insertion angle was maintained during
the insertion. The needle and cornea were replaced into new
ones for each trial. All insertion was performed by using the
robotic system (see section III-A). The C-scan range was set
to 16.5 × 1 mm, with 1024 × 50 sampling points.

Overall, 300 images were chosen from the experiment
and were manually labeled into three classes, namely, back-
ground, cornea, and needle. Each class can be distinguished
by the color: background by black, tissue by red, and needle
by green (Fig. 3). Ideally, the needle surface should be
represented as a line with single pixel thickness, but the OCT
detects the signal reflected from the object and saturation
noise appears near the needle because the needle reflects too
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Fig. 2: Overall procedure of needle insertion using the proposed system. (a) Needle insertion conditions are captured by the
OCT volume scan. (b) The OCT images are segmented through a deep learning network. (c) The image that contains the
longest needle length is selected and image distortion is corrected. (d) By considering needle tip position, lower boundary
of cornea, and image processing delay, the insertion speed (vi) is limited.
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Fig. 3: An example of raw OCT image and corresponding segmentation image. The 512×512 pixel images are used for
training U-net. The block size is presented and the size is symmetric with respect to the lowest block.

much light (Fig. 3). For the needle segmentation, three-pixel
line was used to represent the straight needle, while expecting
that the segmentation method could eliminate the saturation
noise.

3) Data Augmentation and Training Environment: Be-
cause the amount of training data was limited, the trained
network could be overfitted to the given data set. Instead of
increasing the number of ground truth images, data augmen-
tation was used to avoid network overfitting. From the raw
image of 1024 × 640 pixels in size, three images of 512
× 512 pixels were extracted with random lateral and axial
positions (Fig. 3). The scaled raw image was also contained
in the training dataset. The intensity of the image was also
randomly changed in the range of ±20 % of the maximum
intensity. Horizontally flipped images were included to cover
the case with different insertion directions.

Overall, 10% of training images were randomly selected
as a validation set. Training and validation were executed
with an Intel I7-7700 CPU with 3.6GHz, NVIDIA GeForce
GTX 1080 Ti with 11GB memory and Keras based on

Tensorflow and Python. Adam optimizer with 0.001 learning
rate and loss function of binary cross-entropy were used for
the training. The training was stopped when the validation
accuracy reached 0.99. The total training time was 180 min
for the 170 epochs, with a batch size of 5.

B. Refraction Correction of OCT Image

As shown in Fig. 3, the image of the needle inside the
cornea is distorted due to refraction. The effect of distortion
increases during insertion of the needle due to deformation
of the surface. A distorted image can increase the risk of
perforation because there is a difference in the needle tip po-
sition and the boundary of the endothelial layer represented
in the OCT image compared with the actual geometry of the
needle and the tissue. Refractive error in the OCT image can
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Fig. 4: (a) Schematic explanation of the ray propagation of
the OCT and (b) corresponding OCT image. (c) A corrected
OCT image and vectors for the correction.

be corrected using vector form of Snell’s law [23].
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where Ri is the direction vector of the refracted ray, na
is the refractive index of air, nt is the refractive index of
cornea, Ii is the direction vector of incident ray, Ni is the
surface normal vector, and all vectors are unit vectors. Ge-
ometrical boundary points can be calculated by multiplying
geometrical length with Ri.

lgi =
loi
nt
, (2)

where lgi is the geometrical length of ith ray passed in tissue
and loi is the corresponding optical length represented in the
OCT image.

Because the B-scan is accomplished by rotational motion
of scanning galvo mirrors, it is possible for the OCT image
to suffer from fan distortion. Ii can be calculated according
to the ray tracing method reported perviously [23]. Ni is
calculated from the surface tangent vector (Ti), which is
calculated from the adjacent surface points. To avoid an
abrupt change in direction from the noise of the surface
boundary points, moving average filter with a window size
of 3 is applied to Ti.

C. OCT Scanning Range and Insertion Speed Control

The advantage of robotic needle insertion is that the OCT
scanning range can be limited to near the position of the
needle tip. Because the needle moves only in the direction
in which the needle points, the C-scan range can be reduced.
Once the B-scan direction and needle insertion direction
coincide, one B-scan image can feature the whole needle
including the point of its tip. Fig. 5 shows the B-scan range
(lx) and C-scan range (ly) when a needle is inserted into the
cornea. Because the movement of the needle is limited to the
B-scan direction (x-axis), C-scan can obtain an image of the
entire needle when ly is fixed to a value that is larger than
the needle thickness. The fixation of ly results in a decrease
of the number of sampling points (ny) which is directly
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Fig. 5: Schematic explanation of the scanning range and the
sampling points from (a) top view and (b) side view. The
red box represents initial scanning area and the blue box
represents reduced scanning area.

related to the scanning speed. In summary, motorized needle
insertion allows an increase in the scanning frame rate.

After finishing the segmentation of ny B-scan images, one
B-scan image that contains the greatest length of needle is
selected and distortion correction is applied to that image
(Fig.5 (b)). The marginal insertion depth is defined as the
shortest distance (ds) between the needle tip point and the
lower boundary of the cornea.

ds = argmin
x>xp

d(x, z)

= argmin
x>xp

√
(x− xp)

2
+ (z − zp)

2
,

(3)

where xp and zp are needle tip points, and x and z are the
lower boundary points of the cornea. The lower boundary
that is not represented due to optical shadowing (x ≤ xp) is
excluded. To avoid perforation of the endothelial layer, the
insertion speed (vi) is limited by considering the time delay
associated with image processing (td).

vi ≤
ds
td

(4)

When the magnitude of ds is smaller than a certain
distance (dc), a higher resolution image may be required by
the surgeon. When using the same number of sampling points
along the x-axis (nx), the B-scan range (lx) can be reduced
so that the accuracy of needle insertion is increased without
a corresponding increase in the image processing time (Fig.
5 red and blue box). The detailed application of the proposed
method is explained in the experiments section.

D. Image Processing Pipeline

The original processing of OCT image, which does not
include segmentation or distortion correction methods, was
optimized using parallel computing of CPU threads under
the environment of Visual Studio C++ (Microsoft Co.). The
signal processing of OCT including background subtraction,
spectral shaping, dispersion compensation, zero padding,
and FFT was performed using Intel Integrated Performance
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Primitives (Intel IPP), which guaranteed the real-time per-
formance of the OCT system without latency (A-scan with
50kHz).

To avoid affecting the speed of real-time signal processing,
the segmentation was separated from the signal processing
so that it could only be processed on the GPU thread (Fig.
6). The inference of U-net was performed in the GPU under
the Python environment with Keras, and for integration with
the C++ environment, Boost.Python library was used to
implement the Keras library in C++. Following the inference,
contour extraction of the needle and tissue boundary and
distortion correction were performed in another CPU thread
using the OpenCV library. It was confirmed that the added
image processing method does not affect the speed of the
existing OCT processing via the experiment in the next
section.

III. EXPERIMENTAL SETUP

An ex-vivo needle insertion experiment using 10 porcine
eyes was performed to evaluate the performance of the
proposed system regarding needle insertion. Porcine eyes
were obtained from a local slaughter-house and the exper-
iment was performed within 6h of enucleation. The cornea
extracted from the eyeball was fixed on a cornea chamber
(Fig. 7). The intraocular pressure (IOP) of the sample was
maintained at 15 mmHg which is within the normal physi-
ological range. A 27-gauge needle and 1 mL syringe were
used for the insertion and the needle was changed after every
trial.

A. Design of Robot Manipulator

The robot manipulator consists of motorized XYZ linear
stages for translational motion, a motor for rotational motion,
and a syringe holder that connects the rotational motor and
the syringe. Because the cornea ranges from 500 to 700
µm in thickness, the robot manipulator should have motion

(a)

(b)

(2)

(3)

(4)

(1)

xyz stage

motor

1mL syringe

Fig. 7: (a) Experimental setting of needle insertion, and (b)
(1) porcine cornea, (2) a syringe with 27-gauge needle, (3)
a cornea holder, and (4) pressure measuring tube.

accuracy in the sub-micrometer range. XYZ motorized stages
(LNR50SE, Thorlabs) have a maximum travel range of 50
mm with bidirectional repeatability of 0.5 µm and maximum
velocity of 20 mm/s for each axis. A rotational motor (EC-
max 16, Maxon) with resolution of 0.002° is used to change
the orientation of needle insertion.

The robotic system enables insertion of a needle in a
direction consistent with the needle angle. The surgeon can
selelct continuous insertion mode, step insertion mode, or
angle change mode. While the continuous insertion mode is
used at the early stage of needle insertion, step insertion in
the sub-micron range is used when the needle is close to
the endothelial layer. In the angle change mode, the needle
rotates around its end, which means that the tip position
remains unchanged.

B. OCT Imaging System

The swept-source OCT (SS-OCT) imaging system with a
laser source that has a sweep rate of 50 kHz and a wavelength
of 1310 nm (Axsun Technologies) is used to observe the
inside of the cornea and the needle position. The frame rate
for one B-scan image (2D image) with a size of 500 × 640
pixels is 100 Hz. The maximum field of view of 3D scanning
is 16.5 × 16.5 mm, with a penetration depth of 4.5 mm. The
axial resolution of the system is 7µm. The highest lateral
resolution is 3.3µm which can be changed depending on the
scanning range and the number of sampling points.

C. Protocol

Before insertion of the needle, the direction of needle
insertion was manually aligned with the B-scan direction.
The OCT scanning range was initially set to 5.12 × 0.4 mm
with sampling points of 512 × 10, namely, lx = 5.12mm,
ly = 0.5mm, nx = 512, and ny = 10 (Fig. 5, red
box). In addition to the original OCT images, the corrected
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segmentation image, the shortest distance between needle
tip and lower boundary, and controlled velocity that had
been obtained from the image processing algorithm were
provided by the system. The initial insertion speed was set
to 500µm/s and the needle insertion was automatically
stopped when ds reached dt (50µm).

Because our target dt was 50 µm, the scanning range was
reduced by half with the same sampling points when ds was
less than 200 µm, namely, lx = 2.56mm and dc = 200 µm
(Fig. 5, blue box). At the same time, the insertion speed was
controlled to 50

td
µm/s considering the time delay associated

with image processing. After the completion of the needle
insertion, air was injected to check whether perforation had
occurred.

IV. RESULTS

This section shows the results of the experiments. Section
IV-A describes the segmentation accuracy just before the air
injection. The distortion correction accuracy using the pro-
posed algorithm is shown in section IV-B. The experimental
results after the needle insertion are described sequentially.

A. Segmentation Accuracy

In each trial, one B-scan image obtained just before air
injection and four randomly chosen B-scan images were
selected to evaluate segmentation accuracy. 50 OCT images
were manually labelled by the same method explained in
Section II-A.2 and compared with segmentation results from
the network.

The mean absolute error (MAE) was used to evaluate
the performance of boundary detection of the segmentation
method. The MAE of the epithelial layer and endothelial
layer was 7.42 ± 3µm and 10.5 ± 4µm. The error of
endothelial layer usually occurred near the needle tip, so the
error was larger than that of the epithelial layer. Compared
with the epithelial layer, the endothelial layer was more
affected by optical shadowing and noise from the needle.

The needle tip point error was defined as the distance
between the needle tip position in automatic segmentation
images and in manually labeled images. The mean error of
the needle tip was 5.0 ± 3.16µm in low-resolution images
and 3.62 ± 2.16µm in high-resolution ones.

B. Distortion Correction Accuracy

Fig. 9 shows the results of distortion correction. The red
line and the magenta line represent the original corneal
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Fig. 9: The distortion correction results (c) of (a) OCT image
and (b) segmentation image. Red line: corneal boundary
before correction; red arrow: surface normal vector; magenta
line: corneal boundary after correction; magenta arrow: the
scaled direction vector of the refracted ray; blue line: the
needle before correction; green line: the needle after correc-
tion.

boundary from the segmentation image and the endothelial
boundary after the correction. The green line is the needle
inside the cornea, with the data indicating that the entire
needle is straightened after the correction.

The accuracy of the distortion correction was confirmed
by linear regression of the needle. First, we compared the
difference in needle slope between outside and inside the
cornea. Second, the entire needle was fitted using linear
regression, and then root-mean-square-error (RMSE) was
calculated. Table I shows the results of distortion correction.
The difference in angle of the needle between outside and
inside the cornea reduced 5.87◦ to 0.78◦ and the RMSE of
the entire needle was reduced from 14.6 to 0.98 after the
correction. This indicates that distortion correction allows
images of needle insertion that are closer to the actual state
to be obtained1.

C. Time Delay and Needle insertion results

Since the goal of the needle insertion in DALK is to
prevent perforation of the endothelial layer, it is necessary
to calculate time delay of the system and the limit of

1The needle bending force was measured as 0.062 N , and corresponding
needle deflection was calculated using deflection formula of cantilever beam.
Considering that the OCT scans the part of the needle in the proposed
method, R2 value was 0.9996 in range of 5.12 mm and 0.9999 in range of
2.56 mm. Therefore, we concluded that the deflection of needle was small
enough to be linearly approximated in the OCT scanning range.



TABLE I: Angle and RMSE error before and after distortion
correction

Before Correction After Correction
θd(deg) RMSE (pixel) θd(deg) RMSE (pixel)

Average 5.87 14.60 0.78 0.98
STD 6.06 3.94 0.62 0.56
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Fig. 10: A graphical representation of the insertion depth
ratio. The insertion depth ratio is the ratio between insertion
depth (pepi to ptip) and the corneal thickness (pepi to pendo).

needle insertion speed according to the time delay. Image
acquisition, segmentation, and distortion correction are the
main procedures that can cause the time delay (Fig. 2 (a) -
(c)). The image acquisition time (ti) and segmentation time
(ts) for the 10 B-scan images were 102.4 (9.76 Hz) and
400ms, respectively. The average time for re-scaling and
distortion correction was 40.2±5ms, so the total time delay
(td) was calculated to be 542.6ms on average.

From the 10 manually labelled images that were corrected
by the method presented in Section II-B, the actual marginal
insertion depth and final depth ratio were calculated. The
surface normal line that includes the needle tip point was
used to calculate the insertion depth and the corneal thickness
(Fig. 10). The depth ratio was defined as the ratio between
these two values. Table. II shows the depth ratio and marginal
insertion depth after the completion of needle insertion. The
average insertion depth ratio was 92.45 ± 2.1% and the
marginal insertion depth (ds) was 55 ± 1 µm. The error
between target ds and actual ds was 5 µm. Upon completing
the needle insertion, air was injected into the cornea to check
for perforation of the endothelial layer. Fig. 11 shows the
case when air is injected and we can observe the small air
bubbles, which means that the needle did not penetrate the
endothelial layer. Perforation of endothelial layer did not
occur in any of the cases.

V. DISCUSSION AND CONCLUSION

For the needle insertion in DALK, the proposed system
had to control of needle insertion considering the shortest
distance (ds) between the needle and the lower boundary of
the cornea. Ideally, safe needle insertion is possible when
the needle speed is controlled according to (4) in Section
II-C because the needle can be automatically stopped before
perforation occurs. In the experiment, the speed was con-
servatively limited. Instead of updating the insertion speed
each time depending on ds, we assumed a situation of ds

Fig. 11: Air injection after needle positioning. If perforation
occurs, air is injected behind the cornea (anterior chamber)
and no air bubble is observed. In this case, air is injected into
the cornea and the formation of bubbles is initially observed
at the needle tip area (red circle).

being the same as the target distance. We believe that such
conservative speed control can enhance the safety of needle
insertion.

The segmentation accuracy of the proposed method was
compared with the segmentation methods proposed in [12],
[24], [25] (Table. III)2. The segmentation method in [12]
supposed the corneal boundary as parabolic shape, which
means that this method cannot be applied to other tissues or
highly deformed cornea, and the scanning range was fixed
to include the apex of cornea in scanning rage. On the other
hand, in our method, the scanning range can be reduced
while fixing the number of sampling points to increase
the resolution of image. Of course, the proposed method
requires labelled datasets to training the network. However,
by virtue of increase in medical datasets for deep learning,
we believe that the proposed methods can be applied for
other ophthalmic surgeries, such as retinal injection and
corneal suturing.

For the clinical application, the experimental condition
has the following limitations. First, although porcine cornea
and human cornea have the same layer structure and sim-
ilar biomechanical properties, the central thickness of the
porcine cornea is thicker than the human cornea [26], [27].
As a result, it is easier to insert the needle with a large
depth percentage when using porcine cornea. Therefore, we
targeted not only the depth ratio in the porcine cases, but
also the residual insertion depth of 50 µm. The second
limitation is that the movement of an eye was not considered
in the experiment. In clinical environment, the patient’s eye
is not fixed and the eye movement can be generated by the
needle insertion force. In that case, the needle tip could be
located outside the scanning range, and the proposed method
cannot guarantee the accuracy of needle tip position. Active
scanning range adjustment and needle pose compensation
should be considered in clinical applications.

The proposed method for OCT image processing including
segmentation based on deep learning and distortion correc-

2Note that the needle segmentation was not performed in [25] and the
corneal segmentation was not performed in [24]. The needle accuracy in
[24] was calculated by accuracy rate using bounding box



TABLE II: Insertion depth ratio with marginal insertion depth

Trial number 1 2 3 4 5 6 7 8 9 10 Average
Ratio (%) 90.8 91.8 94.0 93.9 91.2 88.0 91.1 95.7 93.6 94.4 92.45
ds (µm) 50.8 36.9 50.8 50.8 60.3 84.7 49.2 57.2 48.8 61.7 55.1

TABLE III: Comparison of segmentation accuracy

Epithelial
layer (µm)

Endothelial
layer (µm)

Needle
tip (µm)

Zhou et al. [24] NA 97.6(%)
Elsawy et al. [25] 5.66 ± 6.38 NA
Keller et al. [12] 24 ± 26 30 ± 32 12
Proposed method 7.42 ± 3.0 10.5 ± 4 3.26 ± 2.16

tion can provide sufficient information to position the needle
correctly within the cornea. Through the robotic needle
insertion, the scanning range can be decreased while ensuring
insertion of the needle to a sufficient depth.
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