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Abstract— This paper outlines steps toward a framework
for model-based user intent detection to enable fluent human-
robot interaction in assistive exoskeletons. An interacting multi-
model (IMM) estimation scheme is presented to address state
estimation for lower-extremity exoskeletons and to handle their
hybrid dynamics. The proposed IMM scheme includes new
approaches that enable it to estimate states of hybrid systems
with dynamics that are unique to each phase. Traditional
IMMs only consider the probabilistic likelihood of being in
each phase, while the implementation in this work has been
modified to consider physical likelihood as well. The IMM
compares exoskeleton sensor readings to multiple candidate
gaits from a template model of walking. Candidate gaits are
generated using a numerical optimization procedure applied to
a Bipedal Spring-Loaded Inverted Pendulum (B-SLIP) model.
The framework was tested with sensor data acquired from
walking trials in an Ekso GT exoskeleton, and was used to
estimate gait phase and center of mass velocity. It is shown
that the standard IMM filtering approach results in incorrect
estimates of gait phase, while the proposed addition to the IMM
estimator using physical likelihood improves the estimates.
Results with human subject data further show the ability to
estimate gait phase and speed in experimental settings.

I. INTRODUCTION

A. Motivation and Previous Work

The US has 12,000 new cases of Spinal Cord Injury
(SCI) each year in addition to the quarter million individuals
already living with SCI [1]. The financial burden and the
reduction in the quality of life for these individuals increases
the importance of rehabilitation. In recent years, robotic
exoskeletons have emerged as an effective tool for gait
rehabilitation following incomplete SCI. Exoskeletons such
as the ReWalk Personal System [2], EksoGT, and Indego [3]
have been approved by the FDA for personal and clinical use.
These exoskeletons assist the user’s joints through desired
trajectories and support the user across all phases of the
gait cycle. The repeatability and accuracy enabled by the
exoskeleton may also help accelerate rehabilitation [4] while
providing the user with increased autonomy. Providing this
autonomy to the user will require a high level of fluency
in the Human Robot Interaction (HRI) to ensure safe and
effective operation.

Fluency in HRI depends heavily on accurate user intent
detection, which can be separated into model-based and
learning-based methods. Learning-based strategies have been
applied in both upper- and lower-limb prosthetic and orthotic
devices [5], [6], [7]. However, the considerable variability of
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Fig. 1. Ekso GT exoskeleton. This work considers state estimation and gait
phase detection for lower-extremity exoskeletons and tests the framework
on data from human-subject tests with the Ekso GT.

human gait may make it difficult for these approaches, as
training often requires prohibitive amounts of data. Addi-
tionally, the learned relationships may need to be retrained
periodically as the gait evolves due to changes in physiology,
adaptation to HRI [8], and to the presence of different users.

In contrast to learning-based intent detection strategies, a
less common approach is model-based detection, which uses
system dynamics and sensor feedback to infer user intent [9].
Model-based intent estimation strategies for lower-extremity
devices may use simplified models of locomotion, also called
template models. Templates can approximate key features of
human gait based on readily available parameters such as leg
length and total mass, making them easily adapted to accom-
modate different users. Commercially available exoskeletons
like the ReWalk and Ekso GT currently rely on explicit user
input via buttons or joysticks to capture user intent. The goal
of this work is, instead, to develop an inference system that
does not require explicit user inputs and can be computed
using kinematic sensor data alone. There has been some
previous work on model-based user intent detection in lower-
extremity exoskeletons by modeling the user with the Linear
Inverted Pendulum (LIP) to infer intent based on the orbital
energy [10]. A method of indirect user-intent inference was
presented by Brescanini et al. [11] that infers user intent
based on step-to-step crutch positions estimated using crutch-
mounted IMUs. However, this approach does not use any
representation of the dynamics of legged locomotion, and
doing so through template models may make it easier to
generalize performance to a wider user base.

Incorporating dynamic models of legged locomotion into
intent recognition presents challenges due to their often
hybrid nature. Hybrid dynamics arise since each phase of
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the gait (e.g., single support, double support, etc.) is conven-
tionally described by a different set of dynamics, with tran-
sitions between phases subject to switching conditions. The
inclusion of these multiple dynamic modes makes the state
estimation problem more difficult since state estimation relies
on the accurate inference of mode. This issue is remedied
herein through the use of Interacting Multi-Model estimators
(IMMs). While IMMs have been used for state estimation of
hybrid systems (e.g., [12], [13]), their application to legged
locomotion has been minimal. A notable example is the use
of IMMs for state estimation and the prediction of gait phase
in RHex, a six-legged robot with compliant legs [14].

B. Contribution

Accurate state estimation is a foundational component for
intuitive user intent detection in HRI, as it would deliver
increased insight into user actions. The main contribution of
this work is an IMM estimation framework that compares a
library of gaits generated from a template model to sensor
measurements from an exoskeleton. The library contains
walking gaits with speeds up to 1 m/s, and is built using
a predictor-corrector type gait search algorithm to address
the low dynamic stability of the model at low speeds. The
framework is able to estimate the center of mass (CoM) state
as the user transitions through the different phases of the gait.

C. Overview

This paper explores the use of gaits generated using
template models of human locomotion to estimate the ve-
locity and gait phase of an exoskeleton user from sensor
measurements. Since this work considers application for
individuals recovering from SCI, the considered walking
velocities were as low as 0.4 m/s [15]. Inter-subject and
intra-subject variability that exists in human locomotion is
further pronounced following SCI due to spasticity [16]. This
variability motivates the use of model-based intent detection
using simple models of legged locomotion in an effort
to capture walking patterns that hold across individuals.
Section II details the template model used to describe low-
speed walking and outlines optimization methods to find
periodic gaits at low speeds. An IMM estimation frame-
work is presented in Section III and is shown to overcome
mode selection challenges presented by hybrid dynamics.
The results of applying this framework to state estimation
with experimental data are presented in Section IV, and
concluding remarks are provided in Section V.

II. GAIT LIBRARY GENERATION

A. Modeling Human Walking - Bipedal SLIP

Although humans are high degree of freedom systems,
many whole-body movements can be accurately abstracted
by reduced-order models, often called templates [18]. Tem-
plate models replicate salient kinematic and kinetic charac-
teristics of the complex neuro-muscular interactions involved
in locomotion. The Bipedal Spring-Loaded Inverted Pendu-
lum (B-SLIP) model [19] is an appropriate model for walking
due to its ability to capture key gait features such as time
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Fig. 2. The Bipedal Spring-Loaded Inverted Pendulum (B-SLIP) model
[17] of walking used for state estimation in this work.

spent in double support. In the B-SLIP model, the CoM is
loaded onto two massless spring legs of fixed stiffness with
rest length l0.

A 3D generalization [17] of the 2D model proposed by
Geyer [19] is adopted in this work, and is illustrated in
Fig. 2. The emphasis on including lateral dynamics from
the 3D model is motivated by the low walking speeds
considered here, as the peak-to-peak amplitude of lateral
CoM excursion is approximately 3 cm while walking at 1.27
m/s but it rises to 9 cm while walking at 0.44 m/s [20]. Gaits
for the B-SLIP model can be specified through parameters
ξ = [φ, θ, k, z0CoM

, y0CoM
, ẋ0CoM

] where φ and θ are leg
angles that govern step length and step width, k is the leg
stiffness, and the variables z0CoM , y0CoM , and ẋ0CoM give the
vertical position, lateral position, and forward velocity of the
CoM relative to the foot at the beginning of a stride.

B. Gait Optimization Setup

To determine parameters for periodic gaits, an optimiza-
tion procedure was carried out considering the state evolution
over one step. A gait of the B-SLIP model is chosen to start
at midstance (MS), where the CoM is loaded onto the trailing
leg in single-support (SS1). The gait then proceeds with the
touchdown (TD) of the leading leg and enters the double
support (DS) phase. The DS phase ends with lift-off (LO)
of the trailing leg and the model enters the second single-
support phase (SS2). The SS2 phase ends in MS, again with
the CoM loaded onto the leading leg. Gait optimization was
considered via a nonlinear programming problem

min
ξ

‖J(ξ)‖2 + (kmax − k) (1)

s.t. g(ξ) ≤ ε (2)

where J(ξ) is a vector-valued function returning the vertical
excursion of the CoM, deviation from a desired step length
and width, and the distance from the ground projection of
the CoM to the foot at MS. Nonlinear constraint functions
g(ξ) ensure periodicity of the gait by matching the initial
and final positions and velocities of the CoM with respect to
the trailing foot.

Initially, the trajectories of optimized periodic gaits exhib-
ited lower lateral excursion and higher vertical excursion for
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Fig. 3. Depiction of the linearization-based predictor-corrector search
scheme to find periodic low-speed gaits.

the CoM than observed in human data. This behavior was
remedied by driving leg stiffness toward an upper limit with
1) the inclusion of (kmax−k) in the cost, and 2) penalizing
the maximum vertical excursion of the CoM through its
inclusion in J(ξ). Additionally, constraints on the step length
and width were found to be critical for the convergence
of the optimization. Desired step length and width were
approximated as a function of speed [21] using a polynomial
fit to human walking data [20]. As speed decreases, it is
progressively difficult to choose appropriate parameters to
seed the optimization, as the sensitivity of the model to
initial conditions increases due to low passive stability at
low speeds [22]. A linearization-based predictor-corrector
scheme was applied to start at a high-speed gait and compute
appropriate seeds for low-speed gaits.

C. Linearization-Based Seed Search

Empirically, gaits at speeds greater than 0.8 m/s were
directly found through optimization of (1) without special
attention to initial seeds. To address challenges for lower
target velocities, a predictor-corrector type strategy (Fig. 3)
was applied. The strategy used a linearized Poincaré return
map to solve for a preliminary seed during a homotopy
process toward a lower-speed gait. As part of the process,
the step-to-step dynamics are described by a Poincaré return
map

xk+1 = P(xk,uk) (3)

where xk denotes the state at MS and uk denotes the discrete
controls applied over one step as given by

x = [yCoM, zCoM, ẋCoM, ẏCoM]
T

u = [φ, θ, k]
T (4)

The vertical velocity satisfies ż = 0 at MS, and thus ż is
omitted from the state xk on the Poincaré surface. Following
the optimization of one step of a periodic gait with state and
control x∗k, u∗k, the return map is linearized providing

xk+1 ≈ x∗k+1 +
∂P
∂x

∣∣∣∣
x∗
k,u

∗
k︸ ︷︷ ︸

:=A

δxk +
∂P
∂u

∣∣∣∣
x∗
k,u

∗
k︸ ︷︷ ︸

:=B

δuk (5)

where x∗k+1 = P(x∗k,u
∗
k), δxk = xk − x∗k, and δuk =

uk − u∗k. Since a gait of the 3D B-SLIP model is two-step
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Fig. 4. A subset of the CoM trajectories in the gait library after
optimization.

periodic, left/right symmetry from step to step requires that
x∗k+1 = Sx∗k where S = diag([−1, 1, 1, 1]). This matrix
encodes that only the y-position of the CoM relative to the
foot must change signs from step to step. Then, to solve
for an approximate state/control pair for a lower-speed gait,
variations to the parameters were found such that δxk+1 =
Sδxk. This constraint requires

0 = (A− S)δxk + Bδuk . (6)

To generate a suitable next seed, the forward veloc-
ity component of δxk was held constant to the de-
sired change in velocity. Considering (6), these equa-
tions provide 4 constraints for the 6 remaining unknowns,
[δyCoM, δzCoM, δẏCoM, δφ, δθ, δk]

T , resulting in 2 de-
grees of freedom. Perturbations δxk and δuk satisfying
these equations were computed with a least-norm solution,
and the resulting parameters were used to seed the next
gait optimization. This homotopy process was repeated until
the desired low-velocity gait was optimized, resulting in a
library of gaits for a range of speeds. Two libraries were
generated: one at 0.4 m/s - 0.9 m/s for use with B-SLIP data
and another at 0.6 m/s - 1.0 m/s for use with exoskeleton
measurements, both at increments of 0.1 m/s. As illustrated
in Fig. 4, generated libraries qualitatively exhibit the verti-
cal and lateral CoM excursion trends that are observed in
human data. That is, vertical excursion decreases and lateral
excursion increases with a decrease in forward velocity. This
linearization-based gait search method makes the generation
of low-speed gaits easier and yields a library that serves as
the basis for the IMM outlined in the next section.

III. MULTI-MODEL ESTIMATION

Legged locomotion is described using hybrid dynamics
that switch based on gait events of touchdown and lift-off.
IMMs handle state estimation for these hybrid dynamics by
assigning each mode of the B-SLIP gait as a separate model
in the estimation framework. This approach results in M =
N × m estimators being run in parallel, where N is the
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TABLE I
CONTINUOUS-DISCRETE EXTENDED KALMAN FILTER

Model ẋ(t) = f(x(t),u(t),w(t), t), w(t) ∼ N (0,Q(t))
ỹk = h(xk) + vk, vk ∼ N (0,Rk)

Propagation

˙̂x(t) = f(x̂(t),u(t), 0, t)

Ṗ(t) = F(t)P(t) +P(t)FT (t) +G(t)Q(t)G(t)T

F(t) ≡ ∂f
∂x

∣∣∣
x̂(t),u(t)

G(t) ≡ ∂f
∂w

∣∣∣
x̂(t),u(t)

Gain Kk = P−
k HT

k (x̂−
k )
[
Hk(x̂

−
k )P−

k HT
k (x̂−

k ) +Rk

]−1

Update
x̂+
k = x̂−

k +Kk[ỹk − h(x̂−
k )]

P+
k = [I−KkHk(x̂

−
k )]P−

k , Hk(x̂
−
k ) ≡ ∂h

∂x

∣∣∣
x̂−
k

Fig. 5. IMM scheme used to estimate gait phase and walking speed.

number of gaits in the library and m = 3 is the number of
hybrid modes (SS1, DS, SS2) for each gait. As detailed in
this section, the individual estimators are chosen as Extended
Kalman filters, with the outputs of these parallel filters then
fused with a likelihood-based weighted average to produce
an ensemble state estimate.

A. Extended Kalman Filtering

The building block of the IMM estimation scheme is the
Extended Kalman filter (EKF). Each filter starts at some
initial state, that state estimate is propagated forward in time,
and the estimate is corrected using sensor feedback. This
work considers continuous-time dynamics and discrete-time
measurements, with the resulting EKF equations given in
Table I. In this table, and in what follows, x(t) and u(t) are
the continuous-time states and inputs, yk are the discrete-
time measurements, and f(x(t),u(t),w(t), t) and h(xk) are
the system dynamics and measurement function respectively.
The system is assumed to have zero-mean Gaussian process
and measurement noises w(t) and vk with covariances Q(t)
and Rk respectively. The vector vk contributes to a noisy
measurement denoted by ỹk = h(xk) + vk that is used in
the Kalman update. Throughout, superscripts− and + denote
estimates before and after considering this measurement.

B. Interacting Multi-Model Filtering (IMM)

The IMM adaptively fuses the estimates from multiple
filters through the process illustrated in Fig. 5. Each of the

M filters represents a different candidate gait and mode,
and the IMM attempts to determine which of the modes
is most likely. In what follows, i and j index over filters,
and k indexes over time. There are two types of estimate
interactions shown in Fig. 5. A likelihood-based mixing
produces an ensemble estimate output from the IMM, while
a Markov mixing relates the state estimates from the filters
at time step k to the initial estimates at time step k + 1.

The filters begin with initial state estimates j
x̂0
k and

covariances jP0
k that are propagated forward to

j
x̂−k and

j
P−k

using the dynamics presented in Table I. The measurement
likelihood j`k is then calculated for the state estimate of each
filter as

j`k = p(ỹk|
j
x̂−k ) = det(2π jEk)−1/2 eλr where (7)

λr = −1

2
jeTk

j
E−1k

jek

and jek and jEk denote the measurement residual and its
covariance, respectively, given by jek = ỹk − h

(
j
x̂−k

)
and

jEk = jHk
j
P−k

j
HT
k + jRk.

with jHk the Jacobian of the measurement function at
j
x̂−k .

The measurement likelihood is then normalized across the
M models to calculate model weights jwk via

jwk = j`k

/(∑M
i=1

i`k

)
(8)

The magnitude of the weight jwk indicates the relative
confidence of the filter that the system is in mode j at
time step k. In contrast to a conventional IMM approach
[23] where jwk = jwk−1p(ỹk|

j
x̂−k ), the weights from the

previous iteration are not included in (8). This change was
due to the fact that some likelihoods, e.g., likelihoods for DS
models during SS, result in numerically zero weights, from
which it is not possible to recover to non-zero weights.

Following the computation of the likelihood for each
model, the noisy measurement ỹk is used with the Kalman
update in Table I to produce a posteriori estimates

j
x+
k and

covariances
j
P+
k . These quantities are fused to produce an

ensemble estimate x̂k with covariance Pk calculated via

x̂k =
∑M
j=1

jwk
j
x̂+
k (9)

Pk =

M∑
j=1

jwk

[(
j
x̂+
k − x̂k

)(
j
x̂+
k − x̂k

)T
+
j
P+
k

]
(10)

Fusion from (10) captures the covariance of each individual
filter and of each filter estimate with the fused estimate.

Initial conditions for the next time step j
x̂0
k+1 are then

computed considering interaction between the models as

j
x̂0
k+1 =

∑M
i=1

(i|j)wk
i
x̂+
k (11)

where (i|j)wk is a weight that considers a likelihood-based
model probability and a Markov-based transition probability
from model i to model j. Markov transition probabilities pij
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Fig. 6. The effects of the inclusion of physical likelihood on phase
likelihoods

are specified as fixed probabilities of switching from i to j
and

(i|j)wk = iwkpij/
(∑M

s=1
swkpsj

)
(12)

Similarly, a mixed covariance for the next iteration is com-
puted through

j
P0
k+1 =

M∑
i=1

(i|j)wk

[
(i|j)ek

(i|j)
eTk +

i
P+
k

]
, where (13)

(i|j)ek =
i
x̂+
k −

j
x̂0
k+1

A small modification to the conventional IMM was nec-
essary to enable the framework to correctly identify gait
modes. The likelihood calculation (7) only looks at the
measurement residual, which can be misleading. Dynamics
during DS can track the CoM trajectories from SS data by
allowing legs to extend beyond their free length, which is not
physically possible. A physical likelihood term λp was added
to the likelihood calculation to address this observation. This
strategy takes into account the difference ∆l between the rest
length and current length of the leg, which should remain
positive. The likelihood is then modified as

j`k = det(2π jEk)−1/2 eλr+λp , where (14)

λp = −κmin(0,∆l)2

and κ > 0 is a tuning parameter. In DS, the leg with
the minimum value for ∆l is used to compute λp. This
approach decreases the weight of a model if its estimated
leg length is greater than its rest length. Figure 6 shows
the effect this modification has on phase inference. With the
change, the likelihood of DS only rises during the true DS
phase, illustrated with the shaded area. The rate at which the
likelihood of DS rises and decays can be tuned using κ.

IV. RESULTS & DISCUSSION

A. Testing with B-SLIP Simulation Data

The framework was initially tested on data generated
using the B-SLIP model. The gait used to generate mea-
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Fig. 7. Model weights output by the IMM framework applied to
measurements generated from a simulation of the B-SLIP model.

surements was a gait from the library with forward velocity
ẋCoM = 0.7 m/s. Measurements of 3D position and sagittal
plane velocity of the CoM were used such that y =
[xCoM, yCoM, zCoM, ẋCoM, żCoM]T . Zero-mean Gaussian
noise with constant covariance R was added to the simulated
measurements. Process noise was not added to the simula-
tion. During estimation, inaccuracies in the dynamics exist
when an inaccurate mode/gait is used, therefore the process
noise covariance Q was retained as a tuning parameter for
the estimation. The covariance values used are given by

R = diag([5, 5, 5, 50, 50])× 10−5 (15)

Q = diag([0, 0, 0, 1, 1, 1])× 10−2 (16)

where continuous process noise variances for positions and
velocities are reported with units m2/s2 and m2/s4 respec-
tively, and discrete measurement variances for positions and
velocities are reported with units m2 and m2/s2 respectively.

The gait used for generating measurements was then
excluded from the estimation library for testing. Fig. 7
shows the weights associated with each model over two gait
cycles of estimation. Since a gait that exactly matches the
measurements is not available in the library, the framework
estimates the gait at ẋCoM = 0.6 m/s to be the most likely.
The framework has difficulty distinguishing gaits in the
beginning due to their similarity in SS1. The differences in
gait trajectories becomes more apparent as the gait progresses
through DS. This behavior is explained by the effectiveness
of the B-SLIP model for capturing the dynamics of DS (e.g.,
compared to traditional rigid pendular models that assume an
instantaneous transfer of support). The differences between
gaits in the next SS1 phase are more pronounced and the
framework displays more confidence in the most likely gait.

B. Testing with Exoskeleton Experiment Data

The algorithm was then tested on data acquired from the
sensors on board a robotic exoskeleton (Ekso GT) during
the walking trials of an able-bodied person. The subject
had a leg length of 0.95 m, weighed 67 kg, and walked at
a self-selected speed between 0.6 - 0.7 m/s with the aid
of crutches [24]. The exoskeleton allows movement only
in the sagittal plane and restricts movements in the lateral
direction, however, some lateral movement of the CoM is
observed due to torso roll. Consequently, the measurements
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Fig. 8. Model weights from the IMM framework applied to experimental
measurements of an able-bodied individual walking in an exoskeleton.

available for use were the forward and vertical position
of the left and right side of the hips and the torso roll
angle obtained from an Inertial Measurement Unit (IMU)
mounted on the exoskeleton. The position of the CoM in
3D was approximated using these measurements, with the
measurement vector given by ỹ = [xCoM, yCoM, zCoM]T .
The B-SLIP CoM evolution is sensitive to changes in the leg
length of library gaits, with sensitivity predominantly in the
vertical direction. From this motivation, anisotropic process
and measurement noise covariances were selected as follows.

R = diag([5, 5, 0.5])× 10−6 (17)

Q = diag([0, 0, 0, 1, 1, 10])× 10−2 (18)

This anisotropic covariance selection mitigates sensitivity by
decreasing emphasis on the model and increasing the reliance
on the measurements when inferring vertical CoM evolution.
This strategy was found to yield more accurate velocity
estimates in comparison to an isotropic covariance selection.
To further mitigate sensitivity due to the leg length parameter,
gaits in the library were rescaled based on the measured
CoM height at MS. The most likely gaits as determined by
the framework are seen in Fig. 8; higher weights indicate a
more likely gait.

All gaits in the library have features matching human data,
i.e., maximum forward velocity is achieved during double
support, and the lateral velocity returns to zero at the end
of the step. Yet, the initial height and lateral position of
the CoM were variables while optimizing the gait library,
and as a result, they don’t match exactly with the initial
position in the measured data. Therefore, states without direct
measurement (all velocities) take ≈50 ms to stabilize to
expected behavior, as illustrated in Fig. 9 where estimates
are plotted along with measured values. The DS period noted
was determined by when foot-mounted force sensors on the
exoskeleton indicated that both feet were flat on the ground.

The exoskeleton user was walking at a velocity between
0.6 m/s and 0.7 m/s, however, the sagittal plane evolution
of the CoM matches more closely to the library gait at a
speed of 1.0 m/s, as illustrated in Fig. 10. This behavior
may be due to the dynamics of walking in an exoskeleton
with an ambulatory device. The differences in the trajectories
become increasingly clear as the gait progresses. Despite this
discrepancy between the trajectories, the IMM framework is

TD LO

TD LO

TD LO

TD LO

TD LO

TD LO

Fig. 9. State estimates from the IMM framework applied to experimental
measurements of an able-bodied individual walking in an exoskeleton.

Legend

Measured CoM 

Trajectory

Fig. 10. Comparison of gaits at speeds of 0.6 m/s (left) and 1.0 m/s (right).

able to identify the correct velocity with measured data and
identifies the correct phase over the majority of the gait.
Since the library contains gaits with forward velocities of
0.6 m/s and 0.7, and the measured CoM evolution was be-
tween these two velocities, the IMM framework consistently
chooses those two gaits as most likely as seen in Fig. 8. Thus,
the IMM framework functions as expected, but it relies on
an accurate gait library for accurate estimation.

C. Discussion

It can be seen in Fig. 7 and Fig. 8 that there is an
inaccuracy in the likelihoods of some phases around phase
transitions. This behavior is an artifact of the variety of the
gait library. Realistic likelihood calculation is dependent on
leg length computation for the physical likelihood. As step
length is dependent on velocity, the step length of gaits in
the library varies considerably (≈4 cm). For example, even
with the leg length rescaling, this discrepancy between the
library and the human data causes the likelihood function to
detect double support and infer the end of single support
at different times, which causes differences in likelihood
switching times. However, the combined state estimates on
the CoM positions are still accurate to within 1 cm of the
measurements (Fig. 9).

Gait phase estimation is possible by directly using force
sensors in the exoskeleton soles [25], [26]. However, by relat-
ing human data to template models, the presented approach
may provide insight into unmeasured parameters, such as
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leg stiffness, and the effects of changes in them on the gait.
In contrast to using template models, gait phase estimation
can be done using data-driven modeling [27], which is more
suited for personalized assistance. Due to the generalized
nature of template models, the IMM-based approach may
apply to a broader set of exoskeleton users.

There are still are discrepancies between the trajectories
in the library and human gait, and these discrepancies could
be reduced in future work through further refinement of the
library or refinement of the template model. One way to
improve the library would be to nondimensionalize its gaits
so that they can be reparameterized to suit new users with
minimal rework. The potential need for modifications to the
template is motivated by the additional accuracy required
of them in state estimation as compared to previously. The
B-SLIP model was historically motivated by the fact that
it qualitatively displays the characteristic M-shaped ground
reaction force profile of human walking. The use of such
models for accurate state estimation requires quantitative
accuracy beyond these previous qualitative considerations.
One key area for modifications, for example, would be to
address the effects of assistive devices (walkers or crutches)
that were required with the exoskeleton in this study.

V. CONCLUSION & FUTURE WORK

In conclusion, the IMM framework is capable of de-
termining the correct phase of the gait that most closely
matches measurements during state estimation with a lower-
extremity exoskeleton. However, it is shown that the quality
of the estimates and the performance of the IMM are highly
dependent on the quality of the gait library used. The
measured CoM trajectories are observed to be asymmetric,
and often do not offer a high fidelity match to the trajectories
of gaits in the library. The effect of ambulatory devices on
walking dynamics may need to be incorporated in a revised
gait generation scheme or the Kalman filter formulation may
require amendments to accommodate the gait asymmetry and
the errors resulting from it. These future changes would
increase the estimation accuracy of the framework, paving
the way for its use in user intent detection.
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