
  

  

Abstract—This paper presents a new concept of a predictive 
controller utilizing future reference trajectory to reduce the delay 
effect. Time delay critically affects mechatronics systems, and it is 
still a remaining issue that must be solved. However, existing 
controllers have a limitation of input type as a constant desired 
trajectory, and it may limit implementation into various 
applications. The controller in the paper overcomes the limitation 
and is capable of tracking time-varying trajectories. The 
simulation results show that the controller can be applied to more 
general trajectories for practical applications. 

I. INTRODUCTION 

The time delay problem has frequently occurred in various 
industrial applications, including mechatronics and robotic 
systems, due to latencies by wireless communication and heavy 
computation to process complex algorithms. The delay may 
cause the control system to be unstable with operation failure. 
To overcome the time delay problem and ensure desired control 
performance, several types of research have been intensively 
explored. The main challenge for developing delay-tolerant 
control is to guarantee control stability and improve tracking 
control performance despite time delay and disturbance.  

An overview of the existing strategies is given in the sequel.  
1) Prediction-based controller: The main concept of the 

method is to predict the system state to obtain delay-free 
dynamics in the class of linear systems. The advantage of the 
control is to deal with a large time delay, where the future 
state prediction can improve the tracking performance. The 
standard prediction method using finite spectrum 
assignment (FSA) is first introduced in [1], and further, the 
reduction method is developed [2]. However, the methods 
do not show robustness to uncertainties and external 
disturbances. Several prediction strategies have been studied 
[3]‒[7] to ensure robust tracking control. The researchers 
developed a new prediction method [3], [4] robust to the 
disturbance without disturbance observer (DOB). In the 
research [5], [6], the future information of the disturbance is 
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predicted to more precisely obtain the future state. They 
improve state prediction accuracy under disturbance as well 
as the time delay. In addition, robust controllers have been 
developed based on the sliding mode control [8], [9] to 
compensate for the disturbance robustly. However, the 
existing prediction-based controllers ensure the tracking 
control for only constant reference trajectory, and eventually, 
it will result in delayed tracking control. 

2) Predictor-free feedback controller: Several methods have 
been explored to deal with input delay. The control methods 
[10], [11] are predictor-free feedback handling nonlinear 
systems. However, the controller is limited in dealing with 
large delays due to the absence of state prediction. Otherwise, 
predictor-based feedback controllers [12], [13] can handle 
large delays due to the advantage of allowing exact state 
prediction under time delay and disturbance. However, the 
methods have been developed without a future trajectory, 
resulting in delayed convergence for time-varying reference 
trajectories. The performance of the proposed controller in 
this paper shows fast and simple expandability to existing 
predictor-based controllers ensuring the convergence of the 
state to time-varying trajectories. 
In this paper, a new predictive control is proposed for 

uncertain linear systems under time delay and disturbance. The 
proposed controller utilizes an enhanced state prediction 
method using disturbance prediction and future reference 
trajectory. Following the controller, it is ensured that the state 
converges to the desired trajectory when the predicted state 
converges to the future reference. As a result, it can compensate 
for the time delay effect and achieve the desired tracking. 

The remainder of the paper is organized as follows. The 
problem is first formulated in Section II. The uncertain linear 
system with input time delay is represented. In addition, the 
existing predictive controller is analyzed. In Section III, the 
proposed controller is presented, and its effectiveness is proved. 
It is also verified from numerical simulations that the proposed 
controller can improve the tracking performance despite time 
delay and external disturbance in Section IV. Section V 
concludes this paper. 

II. PROBLEM FORMULATION 

A. System Modeling With Input Delay 
Consider an open-loop LTI system with an input delay, 

parametric uncertainties ΔA, ΔB, and unknown external 
disturbance d as 

1
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where d1(t) = ΔAx(t) + ΔBu(t‒h) + d. x(t)∈ℝn is the state vector 
of the system and is fully measurable, u(t‒h)∈ℝm is the control 
input with a time delay h∈ℝ, and d1(t)∈ℝn is the disturbance. 
The disturbance d1 includes parametric uncertainties ∆A∈ℝn×n 
and ∆B∈ℝn×n and a constant disturbance d∈ℝ. A∈ℝn×n and 
B∈ℝn×n are system and input matrices, respectively.  

Assumption 1: The pair (A,B) is controllable, where the 
matrices A and B are known. 

Assumption 2 ([4]): The constant and unknown parametric 
uncertainties ΔA and ΔB do not affect the controllability of the 
dynamic system. 

Assumption 3 ([5]): The unknown disturbance d is bounded 
by ||d1(t)|| ≤ D0 and it is (r+1)-times continuously differentiable 
with ||d1

(r+1)(t)|| ≤ Dr+1, 0t∀ ≥ . 
Assumption 4: The time delay h is constant and known. 
The dynamics of the error e(t) = x(t) ‒ xr(t) without delay and 

uncertainties can be expressed as follows: 

( ) ( ) ( ) ( ) ( ) ( )
( ) ( )

r r re t Ae t Bu t Ax t x t Bu t
Ae t Bu t

′= + + − +
′= +

 

 (2) 

0 ( ) ( ) ( )r r rAx t x t Bu t= − +  (3) 

where u(t) = u'(t) + ur(t) and u'(t) is a feedback controller to 
stabilize the state x(t). xr(t) is continuously differentiable and it 
is noted that the control input ur(t) to maintain x at the 
equilibrium point xr is represented as (3) on the contrary to [1, 
(2)]. The following relation can be obtained from (3) as ur(t) = 
(ATA)‒1AT[Axr(t) ‒ ẋr(t)]. 

B. Analysis of Existing Predictive Controller 
In the existing research [4], a predictive control strategy is 

presented by utilizing a modified prediction method [3] as 
follows: 

( ) ( ) ( ) ( )p p pX t x t x t x t h= + − −  (4) 

where ( )ˆ( ) ( ) ( ) ( )d .
tAh A t s

p t h
x t x t h e x t e Bu s s−

−
= + = + ∫  

The predictive control scheme based on [4, Proposition 2] 
with the prediction Xp(t) can achieve desired tracking control, 
ensuring that the system state x(t) eventually converges to the 
reference xr. However, it should be assumed that xr is constant 
to verify the convergence. Unfortunately, the limitation leads to 
a decrease in the effectiveness of the controller for practical 
applications, including time-varying trajectories. Moreover, [4, 
Proposition 2] is verified from the experimental results [4, Figs. 

2, 3]. However, the results represented in [4, Figs. 6, 7] cannot 
fully demonstrate the convergence of x(t) to xr(t) due to the 
assumption that xr is constant. This paper intends to explore the 
limitation of the previous control in [4] for more general 
trajectories. 

Differentiating (4) and applying (1) result in the dynamics of 
Xp(t) as 

2( ) ( ) ( ) ( )p pX t AX t Bu t d t= + +  (5) 

[ ]2 1 1 1( ) ( ) ( ) ( )Ahd t d t e d t d t h= + − −  (6) 

where (5) is equivalent to [4, (14)]. In (5), as referred to in [4], 
too large parametric uncertainties ΔA and ΔB will incur a 
decrease in the prediction performance due to d2 in (6). The 
tracking error dynamics of X̃p(t) = Xp(t) ‒ xr(t) is represented as 
follows: 

2( ) ( ) ( ) ( ) ( ) ( )p p r rX t AX t Bu t Ax t x t d t= + + − +

 

  (7) 

Lemma 1 ([4]): Consider uncertain dynamic system (1) 
satisfying Assumptions 1, 2, 4, and reference trajectory xr is 
constant, ẋr(t) = 0, 0.t∀ >  The disturbance d is sufficiently 
slowly varying with respect to the delay size [1]. Suppose that 
there exists a predictive controller u(X̃p(t)) continuous at the 
origin such that X̃p(t) and its time derivative Ẋ̃p(t) tend to zero. 
Then, the state x(t) converges to the reference xr. 

Proof: See Appendix A. 
Remark 1: Notice that in Lemma 1, the convergence for the 

constant xr was only demonstrated, and it can decrease the 
effectiveness of the controller for practical applications. 

III. PREDICTIVE CONTROL WITH FUTURE REFERENCE 
TRAJECTORY 

In this section, the new predictive control strategy is 
proposed by using the future reference trajectory to compensate 
for the delay effect. First, the following Proposition verifies that 
the existing predictive controller cannot guarantee the desired 
tracking performance for time-varying trajectories. 

Proposition 1: Consider the system (1) satisfying 
Assumption 1‒4 and a controller u(X̃p) continuous at the origin 
such that X̃p(t) and Ẋ̃p(t) tend to zero. Then, the convergence of 
x(t) to the time-varying reference xr(t) is not ensured.  

Proof: Consider that X̃p(t) converges to zero by applying the 
controller u(X̃p(t)). Then, from (7), it is noted that when the 
reference xr(t) is time-varying, [4, (18)] is not satisfied, but the 
following relation would hold 

TABLE I 
COMPARISON OF PREDICTIVE CONTROLLERS 

 [4] [6] Proposed control 

Predictive 
scheme 

( ) ( ) ( ) ( ),  
(see (4) for ( ))

p p p

p

X t x t x t x t h
x t

= + − −
 3 2 2( ) ( ) ( ) ( )p p pX t X t x t X t h= + − −  ( )

2 1̂( ) ( ) [ ( ) ( )]d
t

Ah A t s
p

t h

X t e x t e Bu s d s h s−

−

= + + +∫  

Tracking error ( ) ( ) ( )p p rX t X t x t= −  3 3( ) ( ) ( )p p rX t X t x t= −  2 2( ) ( ) ( )p p rX t X t x t h= − +  

Control input 1

( ) ( ( ))
( )

PI r

r r

u t u X t u
u t ab x−

= +

= −



 
1

3 1

1

ˆ( ) ( ( )) ( ) ( )

( ) ( ( ) ( ))
PI p r

r r r

u t u X t u t b d t h

u t b x t ax t

−

−

= + − +

= −

 
1

2 1

1

ˆ( ) ( ( )) ( ) ( )

( ) ( ( ) ( ))
PI p r

r r r

u t u X t u t b d t h

u t b x t h ax t h

−

−

= + − +

= + − +





 

where the subscript PI represents the PI controller. 
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( ) ( )
( )

,

2

lim ( ) 0

lim ( ) ( ) ( )

p pt

r rt

Bu X t Bu X Bu

x t Ax t d t

∞ ∞→+∞

→+∞

= = =

= − −

 



 (8) 

From [1, (13)] and (8), it follows that 

[ ]

[ ]

[ ]

( )
1

( )

( )
1 1

lim ( ) lim ( ) ( ) ( ) d

lim ( ) ( ) d

lim ( ) ( ) d

t
Ah A t s

pt t
t h

t
Ah A t s

r rt
t h

t
A t s h

t
t h

X t e x t e Bu s d s s

e x e x s Ax s s

e d s d s h s

−

→+∞ →+∞
−

−
∞ →+∞

−

− +

→+∞
−

 
= + + 

 

= + −

− − −

∫

∫

∫

  (9) 

where limt→+∞x(t) = x∞. Noting that A and eA(t‒s) are 

commutative and [ ] ( )( )
( )

d ( )
( ) ( ) ,

d

A t s
rA t s

r r

e x s
e x s Ax s

s

−
− − =  and 

X̃∞ = 0, (9) becomes that 

( ) [ ]

1

( )
, 1 10 lim ( ) ( ) d

d

t
Ah A t s h

r t
t h

e x v e d s d s h s

ε

− +
∞ ∞ →+∞

−

=

= − − − −∫


 
(10) 

where vr(t) = xr(t‒h) and limt→+∞vr(t) = vr,∞. It should be noted 
that limt→+∞||xr(t) ‒ vr(t)|| ≠ 0. Then, since eAh ≠ 0, one has x∞ = 
vr,∞ despite the convergence of εd1 to zero. The proof is 
complete.                                                                                    ■ 

 Remark 2: The prediction Xp(t) is limited to attenuating εd1 
for time-varying reference. In addition, suppose that εd1 is 
perfectly removed. Then, when limt→+∞X̃p(t) = 0, the state x 
tends to vr, showing delayed convergence. As a result, the 
predictive controller [4] is limited to only constant reference 
trajectories. 

Proposition 2: Consider the system (1) satisfying 
Assumptions 1‒4. Suppose that the reference xr(t+h) at time 
t+h can be predicted. In addition, there exists a controller u(X̃p2) 
continuous at the origin such that X̃p2(t) and Ẋ̃p2(t) tend to zero, 
where the tracking error is defined as X̃p2(t) = Xp2(t) ‒ xr(t+h) 
and Xp2(t) = eAhx(t) + ( )

1̂[ ( ) ( )]dt A t s
t h e Bu s d s h s−
−∫ + +  presented 

in [5]. The future information of disturbance 1̂( )d t h+  can be 
predicted from exponential disturbance predictors [5], [6], [17] 

or a finite-time disturbance predictor [16]. Then, the 
convergence of the state x(t) to the time-varying reference xr(t) 
is ensured without delay effect. Table I shows the comparison 
of the proposed controller with [4] and [6]. 

Proof: Similar to (5), the dynamics Xp2(t) can be rewritten as 

2 2 1 2
ˆ( ) ( ) ( ) ( ) ( )Ah

p p dX t AX t Bu t d t h e t hε= + + + − −  (11) 

where 2 1 1
ˆ( ) ( ) ( )d t d t h d t hε = + − +  and error dynamics of X̃p2(t) 

is represented as 

2 2 1 2
ˆ( ) ( ) ( ) ( ) ( )

( ) ( )

Ah
p p d

r r

X t AX t Bu t d t h e t
x t h Ax t h

ε= + + + −

− + + +



 



 (12) 

Considering the controller u(X̃p2), which can make X̃p2 tend to 
zero, it is deduced that 

( )
( )

2,

1 2

0

ˆlim ( ) ( ) ( ) ( )

p

Ah
r r dt

Bu X Bu

x t h Ax t h d t h e tε

∞ ∞

→+∞

= =

= + − + − + +





 (13) 

From (13) and the definition of X̃p2(t), one has the following 
equation: 

[ ]

( )

2

( )
1

( )

3

, 3

lim ( )

ˆlim ( ) ( ) ( ) d ( )

( ) ( ) d
lim

( ) ( )

pt

t
Ah A t s

rt
t h

t
A t s

r r
t h dt

Ah
r

Ah
r d

X t

e x t e Bu s d s h s x t h

e x s h Ax s h s

e x t x t h

e x x

ε

ε

→+∞

−

→+∞
−

−

−→+∞

∞ ∞

  = + + + − +   
 

+ − + 
= + 

 + − + 
= − +

∫

∫





 

(14) 

where ( )
3 2lim ( )dt A t s h

d t t h de t sε ε− +
→+∞ −= ∫ . The error εd3 can be 

converged by the exponentially stable predictor [5] with 
Assumption 3 and minimized by accurate prediction of d1(t+h). 
Thus, when limt→+∞X̃p2(t) = 0, since eAh ≠ 0, x eventually tends 
to xr with sufficiently small bounds. The proof is complete.      ■ 

 
Fig. 1.  Structure of predictive control with future reference trajectory. 
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Remark 3: Note that the tracking error e(t) depends on the 
prediction error for xr(t+h) and d1(t+h) as well as the tracking 
error for X̃p2(t) against disturbance and parametric uncertainties. 

IV. NUMERICAL SIMULATIONS 
In the numerical simulation, Propositions 1 and 2 are verified 

with a dc motor and an unmanned aerial vehicle (UAV). 
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Fig. 2.  Simulation results to prove Lemma 1. (a) Trajectory tracking of Wp(t). 
(b) Trajectory tracking of Xp2. (e(t) = ω(t) ‒ ωr(t)) 
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Fig. 3.  Simulation results to prove Proposition 1. (a) Trajectory tracking of  
Wp(t). (b) Trajectory tracking of ω. (W̃p(t) = Wp(t) ‒ ωr(t) represents tracking 
error, e(t) = ω(t) ‒ ωr(t), and e1(t) = ω(t) ‒ ωr(t‒h)) 

 

A. Application to dc motor 
The first-order dc motor dynamics [1] can be defined as 

1

( ) ( ) ( ) ( ) ( )
( ) ( )

t a a t b b u t h d
a t bu t h d

ω ω
ω

= + ∆ + + ∆ − +
= + − +



 (15) 

where d1(t) = Δaω(t) + Δbu(t‒h) + d. ω(t) and u(t) represent the 
angular velocity of the motor and input voltage, respectively. 
The mechanical parameters are listed in Table II. It is assumed 
that the input time delay h = 1sec is known. Two cases are 
simulated to verify the tracking control for constant and 
time-varying reference trajectories. The constant reference 
trajectory is set as ωr(t) = 700 (t < 30), 300 (30 ≤ t < 60), 500 
(60 ≤ t) r/min. The time-varying reference velocity is set as 
ωr(t) = 700 + 100sin(0.3t) r/min, and the system starts from 
ω(0) = 0. 

The PI controller similar to [4, (51)] is utilized to compare the 
performance. In [4], Wp(t) is utilized for the predictive 
controller (Wp(t) = ωp(t) + ω(t) ‒ ωp(t‒h), where ωp is the 
standard predictive scheme in [1, (4)]). The tracking error is 

represented as W̃p(t) = Wp(t) ‒ ωr(t). On the contrary, the 
proposed controller uses the prediction method expressed as 

( )
2 1̂( ) ( ) [ ( ) ( )]dah t a t s

p t hX t e t e bu s d s h sω −
−= + ∫ + + with the 

prediction of future disturbance information. An exponentially 
stable predictor (see [5, Lemma 6]) can be applied to compute 

1̂( )d t h+ , where the parameters r and p0 are set as r = 2 and p0 
= 10 [5]. The tracking error is defined as X̃p2(t) = Xp2(t) ‒ 
ωr(t+h). Then, the proposed control input is computed as 

1
2 2 1

0

ˆ( ) ( ) ( ) ( ) ( )
t

p p I p ru t k X t k X t dt u t b d t h−= − − + − +∫   (16) 

1( ) ( ( ) ( ))r r ru t b t h a t hω ω−= + − +  (17) 

Note that the control input ur is determined as (17) instead of ur 
= ‒ab‒1ωr. 
 

TABLE II 
LIST OF SPECIFICATIONS OF MECHANICAL PARAMETERS 

Nomial parameters: a = ‒1/1.1 s‒1, b = 894/1.1 min‒1s‒1 
Parametric uncertainties: Δa = ‒0.2a, Δb = 0.2b 
Constant disturbance: d = 5 r•min‒1s‒1  
Time delay: h = 1sec 

 
1) Case 1: Simulation With Constant Reference Trajectory  

In Lemma 1, the proposed controller can guarantee the 
convergence of the state to the reference despite input time 
delay and disturbance. Fig. 2 shows the tracking results for 
constant reference trajectory. For the predictive controller [4], 
when the predicted state Wp(t) tends to the reference ωr, the 
system state ω(t) tracks ωr without delay effect. The proposed 
controller shows a similar result to demonstrate Lemma 1. Fig. 
2(b) shows the chattering due to the derivative of disturbance to 
obtain future information of the disturbance.  

2) Case 2: Simulation With Time-Varying Reference 
Trajectory 

Fig. 3 shows that the controller [4, (51)] can make the 
predicted state Wp track the reference ωr, and then, the state ω 
tends to ωr(t‒h) instead of ωr(t), verifying Proposition 1.  

The tracking error W̃p(t) shown in Fig. 3(a) is caused by the 
prediction error in Wp(t), but it can be reduced by applying a 
robust controller and enhanced prediction strategy. In addition, 
the result in Fig. 3(b) implies the predictive controller [4] 
ensures delayed convergence showing that e1(t) only tends to 
zero with bounds, but it does not guarantee the convergence of 
e(t), where e(t) = ω(t) ‒ ωr(t) and e1(t) = ω(t) ‒ ωr(t‒h). Thus, 
the results show that the controller is limited to the time-varying 
trajectory. 

Fig. 4 also demonstrates Proposition 2, showing that when 
Xp2(t) tends to ωr(t+h), ω(t) eventually tracks ωr(t) in spite of 
time delay, parameter uncertainties, and disturbance. It implies 
that the proposed predictive controller can achieve desired 
tracking control without delay effect by applying predicted 
future reference ωr(t+h). In addition, reminding Remark 3, the 
bounded error in Fig. 5 can be reduced by accurate prediction of 
d1(t+h) and robust tracking control to converge X̃p2(t) to zero. 
Fig. 5 shows the prediction results of the future information of 
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the disturbance d̂1(t+h) and control input u(t) for the proposed 
control. 

Remark 4: In [4, Fig. 6‒7], the experimental results only 
showed the convergence of the predicted states ω1(Wp) and 
ω2(ωp) to ωr, but not the real state ω. Then, ω(t) will tend to 
ωr(t‒h), noting Proposition 1 and Fig. 3. Thus, the results and 
Lemma 1 cannot guarantee the convergence of the motor 
velocity ω to the time-varying desired velocity ωr.  

3) Simulation Results and Discussions 
The performance of the proposed controller is compared with 

other predictive controllers in [6] shown in Table I. The 
controller in [6] showed better performance than the existing 
controller [4]. Similarly, the control inputs are compared in 
Table I, where the existing controllers utilized the current 
trajectory. The result in Fig. 4(b) shows that the controller in [6] 
is still limited to the time-varying reference, requiring the future 
reference trajectory. As expected, the proposed controller 
performs better and effectively converges the error to zero. 

In practice, the delay could be measured by using 
time-stamped packets [14] and estimated by utilizing control 
inputs u(t) and u(t‒h) [4], [15].  

B. Application to multirotor UAV 
The performance of the proposed control system is 

investigated with a multirotor UAV. The dynamic model, 
including input time delay for the multirotor UAV [16], is 
represented as follows: 

1 2( ) ( , ( ), ( )) ( )x t f x u t h u t d t= − +  (18) 

where x = [ 1 2 T Tx x ]T = [[x  y  z  ẋ  ẏ  ż]  [           φ θ ψ φ θ ψ 

 ]]T, 
f1(x,u1,u2) ‒ Δf(x,u1,u2) = f(x,u1,u2) = [u1‒c1ẋ  u2‒c2ẏ  u3‒c3ż  
U2‒c4 φ  + (Iyy‒Izz) θψ  /Ixx  U2‒c4 θ + (Izz‒Ixx) φψ  /Iyy  

U4‒c6ψ +(Ixx‒Iyy) φθ  /Izz]T, and d = 1 2[  ]T T Td d  ‒ Δf(x,u1,u2). 
The nonlinear dynamics (18) can be simply linearized as ẋ1(t) 
= A1x1(t) + B1[u1(t) + d1(t)] and ẋ2(t) = A2x2(t) + B2[u2(t‒h) + 
d2(t)], where A1 and A2 are system matrices, B1 and B2 are 
input matrices. u1 = [ux  uy  uz]T = [(cϕsθcψ + sϕsψ)U1  (cϕsθsψ ‒ 
sϕcψ)U1  cϕcθU1‒g]T, where and c indicate sine and cosine 
functions of the subscript angle, respectively. u2 = [U2  U3  
U4]T and [U1  U2  U3  U4]T = ΛF (see [16]), where F = [F1  F2  
F3  F4]T is a motor input; d1 and d2 are external disturbances. 
The mechanical parameters for simulations are Ixx = Iyy = 
0.032 kgm2, Izz = 0.064 kgm2, ci (i=1,2,…,6) = 0.01s‒1, and 
Λ = [1.11I4×1  5.16I4×1  5.16I4×1  2.34I4×1]T. The time delay is 
set to be as 1 sec. 
The control input is defined by utilizing the prediction 

method as follows: 

1 1 1 1 1

2 2 2 2 2

ˆ( ) ( ) ( ) ( )
ˆ( ) ( ) ( ) ( )

d

d

u t K e t u t d t h G

u t K e t u t d t h

 = − + − + +


= − + − +
 (19) 

where G = [0  0  1]Tg, ud1 = [ẍd(t+h)  ÿd(t+h)  z̈d(t+h)]T, and ud2 
= [ ( )  ( )  ( )]T

d d dt h t h t hφ θ ψ+ + + 

 . The control tracking error 
can be defined as e1(t) = Xp2,pos(t) ‒ xd1(t+h) and e2(t) = Xp2,att(t) 
‒ xd2(t+h), where xd1 = [xd  yd  zd  ẋd  ẏd  żd]T and xd2 = [ϕd  θd  ψd  

  d d dφ θ ψ 

 ]T. Note the the attitude setpoint can be calculated by 
the following equations as ϕd = sin‒1((uxsinψd ‒ uycosψd)/U1) 
and θd = tan‒1((uxcosψd + uysinψd)/(uz + g)), where U1 = (ux

2 + 
uy

2 + (uz+g)2)0.5. The control parameters are chosen as K1 = 
[0.3I3×3  1I3×3] and K2 = [6I3×3  3I3×3]. The reference trajectory is 
defined as xd = 5sin(0.1πt) m, yd = 5sin(0.05πt) m, and zd = 10 
m. d1 = ‒[0.3+cv,1ẋ  0.3+cv,2ẏ  0.3+cv,3ż]T and d2 = ‒ 
[0.2+ ,4vc φ + ( )/zz yy xxI I Iθψ −

   0.2+ ,5vc θ + ( )/xx zz yyI I Iφψ −

   

0.2+ ,6vc ψ + ( )/yy xx zzI I Iφθ −  ]T. 
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Fig. 4.  Tracking results for the proposed control. (a) Trajectory tracking of  
Xp2(t).  (b) Performance comparison of tracking error e(t). (X̃p2(t) =  Xp2(t) ‒ 
ωr(t) represents tracking error and e(t) = ω(t) ‒ ωr(t)) 
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Fig. 5.  External disturbance d1(t) and control input u(t). 
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(b) (c) 

Fig. 6.  Tracking results for a multirotor UAV. (a), (b) Control results for 
proposed control. (c) Control results for [7]. 
 

Fig. 6 shows the control results of the proposed controller 
with robustness to disturbances. In addition, the controller can 
compensate for the input delay. The existing controller [7] can 
stabilize the state of the UAV but with a large tracking error. 
The simulation results validate the proposed controller can be 
implemented in various applications utilizing time-varying 
reference trajectories in the presence of time delays and 
disturbances. 

V. CONCLUSION 
In this paper, it was shown that the existing predictive 

controllers have a limitation in the case of time-varying 
reference trajectories. Numerical simulation results 
demonstrate Proposition 1 and 2, verifying that the controller 
can be improved by predicted future reference to make the 
system state track the desired state without delay effect.  

For future works, the time delay can be considered unknown 
and time-varying for practical implementation. In addition, it 
should be extended to a nonlinear system. The developed 
controller will be demonstrated by the actual platform to verify 
its effectiveness. 

APPENDIX A 
PROOF OF LEMMA 1 [4] 

The dynamics of ˆ ( )pX t  in (5) can be rewritten as 

3( ) ( ) ( ) ( ) ( )p pX t A A X t Bu t d t= + ∆ + +  (A1) 

where d3(t) = d2(t) ‒ ΔAx(t) ‒ eAhΔA[x(t) ‒ x(t‒h)] ‒ 
( ) [ ( ) ( )]dst A t s

t hA e B u s u s h−
−∆ ∫ − −  and d2(t) = ΔAx(t) + ΔBu(t‒h) 

+ d + eAh[ΔAx(t) + ΔBu(t‒h) ‒ ΔAx(t‒h) + ΔBu(t‒2h)]. Consider 
that X̃p(t) (= Xp(t) ‒ xr(t)) converges to zero by applying the 
controller u(X̃p(t)). Then, from (A1), the following relation 
holds 

( ) ( )3lim ( ) ( ) lim ( )

( )

p r rt t

r r

r

B B u X t x Ax d t

Bu Ax d
A A x d

→+∞ →+∞
+ ∆ = − −

= − ∆ −
= − + ∆ −





 (A2) 

From [1, (20)] and (A2), it follows that 

[ ]
0

( ) ( )

0
( ) ( )

( )

( ) ( ) d ( ) ( )

( ) ( )d

[ ( ) ]

A A h A A s
p r

h

A A h A A s
r r

h
A A h

r

X e x x e s B B u d

e x x x e A A s

e x x

+∆ − +∆

−

+∆ − +∆

−

+∆

∞ = ∞ − + + ∆ ∞ +

= ∞ − − + ∆

= ∞ −

∫

∫



 

(A3) 

Then, since e(A+ΔA)h ≠ 0, it is proved that x∞ = xr. The proof is 
complete.                                                                                 ■ 
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