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Abstract—A slung load system (SLS) is a mechanical dynam-
ical system composed of an unmanned aerial vehicle (UAV) car-
rying a slung load. The nonlinear underactuated SLS dynamics
make its motion control a challenging and current problem.
This paper proposes a motion control that uses path-following
instead of traditional trajectory-tracking. The method defines a
geometric path in 3D space for the SLS to follow and renders it
controlled-invariant. Output tracking error dynamics are expo-
nentially stabilized using a dynamic state feedback linearization.
Simulations demonstrate the robustness of the control to payload
mass uncertainty and its benefits over trajectory-tracking.

Index Terms—nonlinear control, unmanned aerial systems,
slung load, path-following

I. INTRODUCTION

Recent interest has focused on UAVs for slung load trans-
port [1]–[4]. Such a slung load system (SLS) is composed of
a UAV and a cable carrying a payload. This paper develops
a path-following control (PFC) design for an SLS which
ensures a subset of the configuration variables asymptotically
converges to a geometric path without the need for time
parameterization of the path. Key properties of the approach
are that it views the path as a geometric object in 3D space
and renders it controlled invariant. Typically, this objective is
achieved by sending an appropriate output to zero. Moreover,
a path-following problem is a generalization of a trajectory-
tracking problem since a path contains a family of trajectories
that correspond to it [5].

PFC arose to solve an intrinsic limitation with conventional
trajectory-tracking control for linear and nonlinear systems.
For linear non-minimum phase systems, when a trajectory-
tracking controller is used, the work of [6] shows that there
exists a fundamental limitation in transient performance where
the L2-norm of the error is bounded from below and cannot
be made arbitrarily small. The same is true for a nonlinear
system with unstable zero-dynamics [7]. To address such an
issue, the sequence of work [8]–[10] shows that a PFC is
capable of eliminating such a performance limitation for both
linear and nonlinear systems.

The literature contains two main approaches to solve a path-
following problem. The first approach is pioneered by [11]
and is referred to as the maneuver regulation problem (MRP),
where the path admits a suitable parameterization. The MRP
dominates path-following literature and has subsequently been
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studied in [5], [10], [12], [13]. With path parameterization, one
can identify two control tasks

1) a geometric task: using the system’s input, design a feed-
back law to drive the output to the desired parameterized
path.

2) a dynamics task: entails controlling the time evolution of
the parameterization, thus, achieving a desired velocity
along the path. Here, the path parameterization is used as
an additional degree of freedom and is given a temporal
reference signal to track.

This technique has been applied to control systems with unsta-
ble zero-dynamics. For example, the work of [12] formulates
an MRP for a planar vertical takeoff and landing (P-VTOL)
aircraft. To stabilize unstable-zero dynamics for a general
nonlinear system, the work of [5], which is based on the
sequence of results [8], [9], [14], designs a suitable timing
law for the path parameterization. With unknown time-varying
bounded disturbances, robust PFC is studied in [13] by careful
assignment of path parameterization dynamics. Robustness to
parametric uncertainty in underactuated vehicles is addressed
in [15] using adaptive switching supervisory control, and a
comparison with trajectory-tracking is presented. Note that, in
all aforementioned work, the dynamic task is still achieved
by solving a conventional trajectory-tracking problem for the
path parameterization, and hence, has the shortcomings of
trajectory-tracking. To avoid tracking a timed signal within the
dynamic task, one may resort to set stabilization. Within this
framework, virtual holonomic constraints (VHC) have been
used in [16] to solve a path-following problem for underac-
tuated nonlinear systems. VHCs have also been applied to
mechanical systems [17], [18]. Furthermore, passivity has been
used to accomplish path invariance for the unicycle [19] for
circular paths. Another set stabilization approach establishes
a transformation that decomposes the system dynamics into
two components relative to the path: transverse and tangential.
The corresponding feedback exploits this decomposition and
leads to the concept of transverse feedback linearization (TFL).
Early results in this framework include [20], [21]. The work
of [22] uses TFL to stabilize periodic orbits for single-
input nonlinear systems. Subsequently, further development
appeared in [23] for multi-input Euler-Lagrange mechanical
systems, where instead of using the rank of the decoupling
matrix, certain necessary and sufficient conditions are imposed
on the output function so that the system has a well-defined
relative degree of {2, . . . , 2}, thus, allowing for TFL. It is
interesting to note that, besides being viewed as an example
of an MRP [12], the P-VTOL was also studied as an instance
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of a TFL problem in [24].
Within research on SLS motion control, path following

with a set stabilization framework has gained recent attention.
The work of [25] addresses the problem of following straight
lines using Reduction Theorems of [26]. Curved paths are
approximated with lines, and therefore, controller switching is
inevitable. The work of [27] allows for smooth curved paths.
However, the controller design is based on constant cable
tension, which is taken to equal the weight of the payload.
This assumption is unrealistic. The contributions of this paper
are twofold. We design a PFC addressing the limitations of
both [25] and [27]. In particular, unlike [25], our control law
is a smooth function of the state vector and achieves path-
following for any smooth Jordan curve. Hence, no switching
is required and a simple exponential stability property for the
error dynamics results. Also, in contrast to [27], our design
does not assume constant cable tension. Rather, tension is a
function of state. We follow the set stabilization approach and
use dynamic state feedback linearization.

Notation: Let f : Rn → Rn denote a vector-valued function
and g : Rn → R is a scalar function. The Lie derivative of g
along f is denoted Lfg. The gradient of f with respect to x ∈
Rn is dxf . The components of x are denoted as x1, . . . , xn.
The (i, j)th entry of a matrix J is Ji,j . We abbreviate sinφ,
cosφ and tanφ as sφ, cφ, and tφ, respectively. Given vectors
a1, . . . , an, the column vector composed by concatenating
a1, . . . , an is denoted col(a1, . . . , an). The n×m zero matrix
is 0n×m, and the n× n identity matrix is In.

II. DYNAMIC MODEL

This paper investigates motion control for a so-called slung
load system (SLS) shown in Fig. 1. The SLS consists of
a UAV carrying a simple pendulum consisting of a mass-
less rod carrying a point mass payload mL. The massless
rod is attached to the UAV’s center of mass (CoM) and
can rotate with 2 DoF (degrees of freedom). We define an

Fig. 1: The SLS showing configuration variables and param-
eters.

inertial frame N = (n1, n2, n3) and two moving frames
B = (b1, b2, b3),M = (m1,m2,m3). Frame B is fixed to

the UAV’s CoM and M is attached to mp. We orient B such
that b3 points down, and b1 points in the vehicle’s forward
direction. The UAV propellers are assumed to generate thrust
in the −b3 direction. The frame M is located at mL and
oriented such that m3 is along the unit direction vector of the
pendulum q. We define p ∈ R3 as the position of the origin of
M with respect to N . The pendulum’s orientation is described
by ηp = col(α, β) ∈ R2. Frame M is rotated by angle α about
n1 and angle β about n2.

Turning to the UAV rotational dynamics, we define ηq =
col(ϕ, θ, ψ) ∈ R3 which are 2-1-3 Euler angles parameterizing
the relative orientation between B and N . We chose 2-1-3
Euler angles since they yield simpler model and control law
expressions. We define angular rates γp = col(α̇, β̇) and γq =
col(ϕ̇, θ̇, ψ̇). Hence, defining ωq as the UAV angular velocity,
we have γq =W (ηq)ωq , where

W (ηq) =

sψ/cϕ cψ/cϕ 0
cψ −sψ 0
tϕsψ tϕcψ 1

 .
Using the Euler-Lagrange Equations (see [28] for related
background), the dynamics of the SLS are

ẋ = f(x) +G(x)u, where

f(x) =



v
γp

W (ηq)ωq

a
∥∥dηpq · γp∥∥2q + ge3

2tβγαγβ
−sβcβγ

2
α

J−1 (Jωq × ωq)


, G(x) =


08×1 08×3

− (q·b3)q
M 03×3

− m2·b3
LmQcβ

0
m1·b3
LmQ

0

03×1 J−1

,

(1)

where e3 = col(0, 0, 1), x = col(xq, xv) ∈ R16, the
SLS configuration variable is xq = col(p, ηp, ηq) ∈ R8,
xv = col(v, γp, ωq) ∈ R8, v = ṗ. The input for (1) is
u = col(T, τ) ∈ R4 where T ∈ R is total propeller thrust, and
τ ∈ R3 is propeller torque applied to the UAV and expressed
in B. The payload mass is mL, the UAV mass is mQ. We
define M = mQ+mL and a = −LmQ/M . The UAV inertia
matrix is J = diag (J1,1, J2,2, J3,3) ∈ R3×3, pendulum length
is L, and the gravitational constant is g .

Clearly model (1) is undefined whenever cβ = 0 or cϕ =
0. Thus, the state space X of the SLS is the subset of R16

excluding these points.

III. PROBLEM DESCRIPTION

This paper presents a PFC for an SLS described by (1). Note
that, unlike a trajectory-tracking design, the path object in PFC
is not parametrized by time. Rather, the path is a geometric
curve in 3D space and desired payload position is independent
of time. For practical reasons, the PFC should be robust to
model uncertainty, and we focus on unknown payload mass
mL.

To define the desired path we consider a Jordan curve in
R3, i.e., a smooth closed curve without self-crossings. Such a
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curve C can be written as the intersection of two surfaces in
R3

C = {p ∈ R3 : h1(p) = 0, h2(p) = 0}. (2)

where h1(p) = 0 and h2(p) = 0 are surfaces. Note that since
C is a Jordan curve, at every p ∈ C the tangent vector ρ is
well-defined and is given by

ρ(p) =
dph1(p)× dph2(p)

∥dph1(p)× dph2(p)∥
. (3)

The PFC has the following goals:

G1 The payload position exponentially converges to C.
G2 The payload velocity exponentially converges to a desired

velocity profile specified on C.
G3 The UAV yaw exponentially converges to a desired profile

specified on C.
G4 Goals G1–G3 should be achieved without knowing mL.

We view G1 as the primary control objective, while G2 –G3
are secondary goals.

We remark that the geometric shape of a path C can be
tracked using a conventional trajectory-tracking controller,
e.g., [29]. However, PFC has the following advantages.

A1 A PFC renders the geometric path C controlled invariant
[30].

A2 A path C is associated with a family of timed refer-
ence trajectories [5]. Hence, transient performance of a
trajectory-tracking design depends on the specific refer-
ence chosen. However, PFC does not suffer from this
dependence. This leads to smoother and more natural
transients since the error is defined as a deviation from a
geometric path and not a timed reference signal.

The benefits of property A1 can arise in the following cases:

• When the system is initialized on C, PFC will keep
it there independent of intial velocity. For trajectory-
tracking, initial velocity has to match the reference value
for the system to remain on the reference.

• Suppose a system moves on C. Suppose that an external
influence suddenly brings the system to rest. After this
influence is removed, a PFC ensures motion will continue
along C without leaving it. However, with trajectory-
tracking design, the system generally moves away from
the path as it attempts to catch up with the timed
reference trajectory. This leads to undesirable transient
performance.

Property A1 can only be achieved by solving a set stabilization
problem and not an MRP since the dynamic task of an MRP
requires solving a trajectory-tracking problem. Property A2 is
not restricted to any particular PFC approach. For example,
the improved transient performance in an MRP framework is
discussed in [15].

IV. SLS PATH-FOLLOWING CONTROL (PFC)
To achieve the goals G1–G4 we follow an output stabiliza-

tion approach with output

h(p, v, ψ) =


h1(p)
h2(p)

ρ(p) · v − vd(p)
ψ − ψd(p)

 , (4)

where vd : R3 → R is the desired velocity profile of the
payload on C, and ψd : R3 → R is desired UAV yaw on C.

To null (4), we use input-output feedback linearization. We
remark dynamics (1) with output (4) is not statically input-
output state feedback linearizable since its relative degree is
not well-defined. To see this, we take time-derivatives of each
output component until the first input appears. We obtain a
singular decoupling matrix

A(x) =


−ϵ(dph1 · q) 0 0 0
−ϵ(dph2 · q) 0 0 0
−ϵ(dvh3 · q) 0 0 0

−ϵ(dpψd · q) W3,1

J1,1

W3,2

J2,2

W3,2

J3,3

 , (5)

where ϵ = q · b3/M , and Wi,j is the (i, j)th entry of W .
However, we can dynamically extend (1) to achieve a

input-output state feedback linearization. This approach delays
the appearance of thrust in time derivatives of the output
until relative degree becomes well-defined. During dynamic
extension, input τ is not transformed. It turns out we must
take four time-derivatives of the output until we get a well-
defined relative degree. Based on the above, we define a new
state ζ1 to be the vertical component of payload acceleration.
In other words

ζ1 = v̇3. (6)

Furthermore, we define three additional states as ζi+1 =
ζ̇i, i = 1, 2, 3. Let the controller state be ζ =
col(ζ1, ζ2, ζ3, ζ4) ∈ R4. Hence, the controller dynamics be-
comes

ζ̇1 = ζ2, ζ̇2 = ζ3, ζ̇3 = ζ4, ζ̇4 = uζ , (7)

where uζ ∈ R is a new control input. Defining an extended
state vector x̄ = col(x, ζ) ∈ R20 and a new input vector
ū = col(uζ , τ) ∈ R4, the extended SLS dynamics becomes

˙̄x = f̄(x̄) + Ḡ(x̄)ū, (8)

where f̄ : R20 7→ R20 and Ḡ : R20 7→ R20×4. Their
expressions are lengthy and omitted for brevity. We remark
that the thrust of the original SLS (1) becomes

T =
M

(q · e3)(q · b3)
(f11 − ζ1) . (9)

By direct computation of the decoupling matrix, system (8)
with output (4) achieves a well-defined relative degree of
{r1, r2, r3, r4} = {6, 6, 5, 2} on C if and only if (1) the
pendulum is not perpendicular to the direction of thrust, (2)
thrust remains positive, (3) the payload does not accelerate at
a rate of g downwards, and (4) α ̸= ±π

2 . To see this, consider
the following reasoning.
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The numerator of the determinant of the decoupling matrix
is

mQLM
2(b3 ·q)dψh4(ζ1−f11)2(ζ1−g)2(dph1×dph2) ·dvh3.

From (3), we have dph1 × dph2 = ρ ∥dph1 × dph2∥. In addi-
tion, we have dvh3 = ρ (see (4)). Therefore, since ρ is a unit
vector, we get (dph1×dph2)·dvh3 = (ρ·ρ) ∥dph1 × dph2∥ =
∥dph1 × dph2∥ ̸= 0 since dph1 × dph2 ̸= 0 by construction
of the path C. As for dψh4, it is evident by the definition
of h4 in (4) that dψh4 ≡ 1 ̸= 0. Whenever b3 · q = 0,
this corresponds to the pendulum being perpendicular with
the thrust direction by the definitions of b3 and q. Also,
ζ1−f11 = 0 corresponds to T = 0 (see (9)). When ζ1−g = 0
holds, it is clear that whenever the vertical acceleration of
the payload is g , the determinant of the decoupling matrix
becomes zero. The denominator of the determinant of the
decoupling matrix is

(LmQ)
2J1,1J2,2J3,3 (cos(α) cos(β))

5
κ(α, β, ϕ, θ),

where the expression for κ(α, β, ϕ, θ) is to large to present.
It can be shown that κ ̸= 0 when β, α ̸= ±π/2. Thus, the
denominator of determinant becomes zero when cosα = 0 or
cosβ = 0. Note that the latter point is a model singularity and
has been excluded from the state space. The above reasoning
implies a well-defined relative degree on C.

The above singularity conditions represent aggressive ma-
neuvers not encountered during safe flight. The path C should
be designed so that the motion along C does not encounter
such points. Intuitively, a path with sufficiently low desired
tangential velocity and low path curvature stays away from
such unsafe conditions. This imposes upper bound restrictions
on these two quantities. We will consider paths with such
characteristics throughout the paper. We remark that in [31],
an upper bound on path curvature is also required for the PFC
of a P-VTOL.

Notice that, for system (8), (4), the path-following problem
can be viewed as the problem of stabilizing the zero-dynamic
manifold Z:

Z = {x̄ ∈ R20 : Lj
f̄
hi, j = 0, . . . , ri − 1, i = 1, . . . , 4}. (10)

We remark that Z can be interpreted as the set containing all
possible motions of the SLS that ensures the payload position
is in C using an appropriate feedback.

A. Path-following control (PFC) design

Since {r1, r2, r3, r4} = {6, 6, 5, 2} on C, continuity implies
that this also holds in a neighborhood of C. We define b̄ =
col(Lr1

f̄
h1, L

r2
f̄
h2, L

r3
f̄
h3, L

r4
f̄
h4) and denote the decoupling

matrix as Ā, we design a linearizing controller for (8) as

ū = Ā−1(−b̄+ ν), (11)

where ν ∈ R4 is the auxiliary control input. Notice that after
applying (11) to (8), the zerodynamics are 1-dimensional.
Also, the zero dynamics evolve on the path C, which is
diffeomorphic to a unit circle S1. Therefore, the path is a

compact set implying the zero dynamics do not affect the
stability of the error dynamics. This fact is formally proved
in [32].

To write the system in a canonical form, let (ξ, η) ∈ R20

where ξ ∈ R19 represents the state of the error dynamics, and
η ∈ R is the zero dynamics state. Now, consider the following
coordinate transformation

col(ξ
... η) = σ(x̄) = col(ξ1(x̄), ξ2(x̄), ξ3(x̄), ξ4(x̄)

... η(x̄)),

where, for i = 1, 2, 3, 4, we have

ξi = col
(
hi(x̄), Lf̄hi(x̄), . . . , L

ri
f̄
hi(x̄)

)
.

Thus, the ξ-dynamics can be written as

ξ̇ = Acξ +Bcν, (12)

where

Ac =

Ac1 · · · 0
...

. . .
...

0 · · · Ac4

 , Bc =
Bc1 · · · 0

...
. . .

...
0 · · · Bc4 ,


and for i = 1, 2, 3, 4, we have the following Brunovsky pairs

Aci =

[
0 I(ri−1)

0 0

]
∈ Rri×ri and Bci =

[
0
1

]
∈ Rri .

The ξ-dynamics can be made exponentially stable by the
feedback

ν = −Kξ, (13)

where K ∈ R4×19 stabilizes the origin of the ξ-dynamics.
Since the η-dynamics do not affect the stability of the ξ-
dynamics as discussed above, the objectives G1–G3 are
achieved.

B. Disturbance compensation

To add robustness to the PFC, we augment the con-
troller (11), (13) with integral action, which is capable of
eliminating constant steady-state error [33]. Let ξ̃ =

∫ t
0
h(t̄)dt̄

represent the integral error state. Therefore, the error dynamics
is

ξ̇ = Acξ +Bcν̃ (14a)
˙̃
ξ = col(ξ1, ξ7, ξ13), (14b)

To stabilize (14), we use the auxiliary control

ν̃ = ν − col(K̃ξ̃, 0), (15)

where K̃ ∈ R3×3 is a diagonal matrix with positive entries.
The gains K and K̃ exponentially stabilize the origin of (14).
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V. CIRCULAR PATH EXAMPLE

Here, we consider the path to be a horizontal circle in 3D
space with radius d1 located at a height of d2 The correspond-
ing path is C = {p ∈ R3 : p21 + p22 − d1 = 0, p3 − d2 = 0}.
Taking ψd = 0, the output function is

h(p, v, ψ) =


p21 + p22 − d21
p3 − d2

p1v2−p2v1√
p21+p

2
2

− vd

ψ

 . (16)

We choose d1 = 5m, d2 = −10m. The proposed control
design is applied to an SLS whose parameters are shown in
Table I. With our PFC, Fig. 2 highlights the advantage A1. In

TABLE I: SLS parameters used to study a circular path.

mL 0.5 kg
mQ 2.5 kg
J1,1 0.03 kg·m2

J2,2 0.03 kg·m2

J3,3 0.05 kg·m2

L 2m

particular, Fig. 2a illustrates a path-following scenario while
Fig. 2b presents a trajectory-tracking framework, in which the
output is taken as y(t) = col(p, ψ) ∈ R4 and the reference
output is set to yref(t) = col(d1 sin(t), d1 cos(t), d2, 0) so the
payload tracks the same circle. Both scenarios initialize the
SLS at the same point of C. At the beginning of the motion,
both controllers perform equally well in terms of staying on the
desired path/trajectory. However, when an obstacle stops the
SLS suddenly while resetting the pendulum to the downward
orientation and the UAV to horizontal orientation, the PFC
does not cause the SLS to leave its path after the obstacle has
been removed. The trajectory-tracking controller, on the other
hand, has undesirable transient performance as it catches up
with the timed reference.

(a) PFC. (b) Trajectory-tracking.

Fig. 2: Path invariance benefits of PFC versus trajectory-
tracking.

Turning to A2, it is obvious that for φ, ε ∈ R
and k ∈ N, the family of trajectories Y ref =
col (d1 sin(εt+ φ), d1 sin(εt+ φ+ (2k − 1)π/2), d2) are
contained in a single geometric circular path C. Different
choices for the parameters yield different transient behaviours.
In our choice of yref, we have ε = 1, φ = 0 and k = 1.
Fig. 3 highlights the improved transient performance of the

proposed PFC. To meet G1–G3, we select the gain matrix K
such that the eigenvalues of the ξ1, ξ2-subsystems are −2 and
the eigenvalues ξ3, ξ4-subsystems are −1. For the trajectory-
tracking control design, we locate the eigenvalues of the error
dynamics of y1, y2 and y3 at −1.5 and the eigenvalues of the
error dynamics of y4 at −1. In both scenarios, the SLS is
initialized at rest outside the circle at p(0) = col(0, 9,−10)m
with pendulum pointing “downwards”, i.e α = β = 0. It is
obvious from Fig. 3a that the PFC leads the payload to its
geometric path in a “smarter” way than a trajectory-tracking
controller (Fig. 3b), which takes the payload to its desired
timed reference trajectory. The improved transients of the
PFC can be quantified using two measures: (i) the point-to-set
distance metric given by dC = infp∗∈C ∥p− p∗∥, and (ii) the
control effort exerted during transient, which can be quantified
using ∥u(t)∥. For the circular path at constant height described
by the first two components of (16), the closest point p∗ ∈ C
to p can be described as col(p∗1, p

∗
2) = d1

(
col(p1,p2)

∥col(p1,p2)∥

)
and

p∗3 = d2. Fig. 4 compares the performance of PFC with
trajectory-tracking. It is clear that while the PFC moves the
payload to its path C in a smoother and faster way, it uses
less control effort during transient.

Although we have argued the zero dynamics do not make
the system unstable, it is worth discussing the motion on Z ,
which is represented by the evolution of η. To identify η,
let η = s(p), where s(p) is the arc-length of the circle C
measured counterclockwise (CCW) from the positive p1-axis.
Also, let ϑ ∈ [−π, π] represent the angle measured CCW from
the positive p1-axis. Then, for a point on the circle, we have

s = d1ϑ. (17)

Noting that tanϑ = p2/p1, we conclude the Jacobian of the
transformation σ(x̄) is full rank Hence, s serves as a valid
choice for η. Therefore, the dynamics on Z can be easily
written as

ṡ = vd. (18)

We remark that since vd is a design parameter, it can be viewed
as an additional virtual input that controls the motion on Z .

We now discuss goal G4. Suppose the PFC uses a nominal
value of payload mass m̃p which is not accurate. For this
case, the integral action (14), (15) eliminates steady-state
error. When m̃L < mL (respectively, m̃L > mL), the
payload converges to a circle with larger (respectively, smaller)
radius d̃1 at a lower (respectively, higher) elevation d̃2 with
tangential velocity ṽd being higher (respectively, lower) than
vd. The disturbance does not affect the UAV yaw dynamics.
Figs. 5 and 6 illustrate this phenomenon. In Fig. 5, we take
m̃L = 0.25 kg, whereas in Fig. 6, m̃L = 0.75 kg. The
actual payload mass is in Table I. Both figures compare
output trajectories with and without integral action, and show
snapshots of the SLS when the integral action is active. It is
clear from Fig. 5a that the absence of integral action causes
the payload to eventually traverse a circle with a larger radius
at a lower height. Similarly, Fig. 6a shows that in steady-state,
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(a) PFC.

(b) Trajectory-tracking.

Fig. 3: Comparing transient performance of PFC and
trajectory-tracking.

(a) Distance dC for PFC and tra-
jectory tracking.

(b) Controller effort ∥u∥ for PFC
and trajectory tracking.

Fig. 4: Performance comparison of PFC and trajectory-
tracking.

the payload converges to a circular path with smaller radius
at a increased height.

The initial conditions are taken as p(0) =

(a) Output plots without integral action (using auxiliary control (13))
and with integral action (using auxiliary control (15)).

(b) Snapshots of the SLS using auxiliary control (15).

Fig. 5: Integral control is capable of rejecting payload mass
disturbance when the SLS picks a heavier mass.

col(5, 4,−2)m, v(0) = col(0.1,−0.1, 0.2)m/s,
ηp(0) = col(π/9, 0)rad, γp(0) = col(−0.01, 0)rad/s,
ηq(0) = col(π/18,−π/9, 2π/9)rad and γq =
col(0, 0.1,−0.2)rad/s. The controller state is initialized
at ζ(0) = col(−g, 0, 0, 0). The controller gain K was
set so that the eigenvalues of the ξ1 and ξ2 subsystems
located at {−1,−2,−3,−4,−5,−6}, the eigenvalues of
the ξ3 subsystem located at {−1,−2,−3,−4,−5} and the
eigenvalues of the ξ4 subsystem located at {−1,−2}. The
integral gain matrix K̃ was set to K̃ = diag(120, 100, 40).

VI. CONCLUSION

This paper addressed the motion control problem of an
SLS. The proposed method uses a path-following framework.
The control objective includes path following of the payload
mass position with a prescribed velocity and UAV yaw. Since
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(a) Output plots without integral action (using auxiliary control (13))
and with integral action (using auxiliary control (15)).

(b) Snapshots of the SLS using auxiliary control (15).

Fig. 6: Integral control is capable of rejecting payload mass
disturbance when the SLS picks a lighter mass.

the SLS does not possess a well-defined relative degree we
apply dynamic state feedback linearization to obtain a simpler
error dynamics stability proof. Integral augmentation provides
robustness to payload mass uncertainty as shown in numerical
simulation. The benefits of path following over conventional
trajectory-tracking are shown.
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