
  

  

Abstract—In engineering applications, the performance of 
intelligent fault diagnosis models can be significantly impacted 
by noise interference in the signals. This paper aims to address 
this issue by analyzing the influence of noise interference on 
diagnosis models, focusing on the network structure and 
training methods. Based on the analysis findings, a 
wavelet-integrated residual network (WResNet) is proposed to 
improve the noise-robustness. WResNet integrates discrete 
wavelet transformation (DWT) into the residual network 
architecture to mitigate potential problems related to frequency 
aliasing caused by traditional down-sampling operations. By 
incorporating DWT, WResNet could reduce the impact of noise 
interference. In addition, a gradient-based adversarial training 
method is adopted for optimizing the loss function of WResNet. 
By minimizing the maximal risk for label-preserving 
fluctuations of input signals, adversarial training is able to 
enhance the stability of WResNet. The effectiveness of WResNet 
is validated by using the monitoring data from a motor with 
different signal-noise-ratio. The results show that compared 
with ResNet and the method that using wavelet transformation 
as a pre-processing step, WResNet is able to achieve higher 
diagnosis accuracy while owning better noise-robustness. 

Keywords—Intelligent fault diagnosis of machines, noise 
interference, discrete wavelet transformation, adversarial 
learning. 

I. INTRODUCTION 

Currently, deep neural networks have been widely studied 
in the field of machine fault diagnosis since they are able to 
extract health information of the equipment from the 
monitoring signals directly [1, 2]. However, in real-world 
engineering scenarios, signals are often susceptible to noise 
disturbances, leading to performance degradation in diagnosis 
models [3-5]. Upon analyzing existing intelligent diagnosis 
models, we have identified certain deficiencies in their 
network structures and training processes that may contribute 
to poor noise robustness. 

1) In terms of network structure, most existing intelligent 
diagnosis models lack the ability to effectively counteract 
noise interference during down-sampling operations. These 
operations, such as max pooling, average pooling, are 
commonly used to reduce the feature dimensions. However, 
these operations overlook the sampling theorem, leading to a 
phenomenon known as frequency aliasing [6]. This means that 
after these operations, the original signal's high-frequency 
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components can interfere with the low-frequency band, further 
exacerbating the noise interference. To elaborate, let's 
consider a diagnosis model using max-pooling as the 
down-sampling operation. If no anti-aliasing filter is applied 
before the max-pooling operation, the noise components in the 
high-frequency band will pass through and contaminate the 
low-frequency band. As the signal progresses through 
multiple layers, the noise accumulates, degrading the accuracy 
of the diagnosis model. 

2) In terms of network training, one crucial aspect that is 
often overlooked in most existing diagnosis models is the 
flatness property of the loss function during the training 
process. These models primarily focus on minimizing the loss 
function values on the training samples, aiming to achieve 
optimal performance. However, this myopic approach comes 
with a potential risk of overfitting. An overfitted diagnosis 
model is usually characterized by a non-flat loss function, 
even though it may reach minima on the training samples. As a 
consequence, even slight fluctuations in the input signals can 
cause drastic variations in the loss function values. When the 
signals are affected by noise, the diagnosis results of the model 
become unstable. Therefore, it can be argued that the poor 
noise robustness of a diagnosis model is partly attributable to 
the lack of flatness in its loss function [7, 8]. 

To address the aforementioned challenges, a novel 
wavelet-integrated residual network namely WResNet is 
proposed. WResNet tackles these issues by incorporating the 
discrete wavelet transformation (DWT) as a down-sampling 
operation and leveraging adversarial training to enhance 
noise-robustness. There are multiple wavelet-integrated 
residual blocks (WResBlocks) in the WResNet. Within each 
WResBlock, the features undergo a decomposition using 
DWT, effectively separating them into the low-frequency 
band and the high-frequency band without experiencing 
frequency aliasing [9]. Subsequently, the features in different 
frequency bands are processed independently within the 
WResBlock. This approach ensures that the down sampling 
operation maintains the integrity of the signal and minimizes 
noise interference. To optimize the loss function of WResNet, 
a gradient-based adversarial training strategy is employed. 
During training, adversarial noise is deliberately introduced 
into the input signals to challenge the diagnosis model [10]. 
This adversarial noise acts as a form of attack, forcing the 
model to become more robust against noise interference. 

The rest of the paper is organized as follows. Section II 
introduced the proposed WResNet in detail. In Section III, the 
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noise-robustness of the WResNet is demonstrated through the 
noise simulation experiment on a dataset collected from a 
motor test rig. Finally, conclusions are drawn in Section IV. 

II. PROPOSED METHOD 
The proposed WResNet architecture primarily consists of 

several stacked WResBlocks, along with a classification 
sub-network. The overall structure of WResNet is visually 
represented in Fig. 1. 

 
A. Wavelet Integrated Residual block 

To mitigate the impact of noise on the neural network, 
wavelet transformation is utilized as the down-sampling 
operation. In particular, DWT is integrated into the network 
architecture. Based on this, a WResBlock is constructed, as 
shown in Fig. 2. 

 
Stacked WResBlocks can be used to decompose a signal 

hierarchically like wavelet package transformation (WPT). 
For a given signal L

i ∈x  , define its decomposed 
components via c  WResBlocks are denoted by 
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×= ∈ X x x . The calculation 
process of a WResBlock is formulated as follows. 

A WResBlock halves the length of input features and 
doubles the number of input channels. There are several layers 
in a WResBlock. At first, each channel of the input is 
decomposed by DWT without information loss, i.e., given a 
low-pass filter lk  and a high-pass filter hk  of an orthogonal 
wavelet, ( , )c j
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+x  are the low-frequency 
component and high-frequency component of ( , )c j
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respectively. Symbol ↓  represents a down-sampling 
operation. After that, information enhancement and noise 
suppression are applied to ( 1,2 1)c j

i
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+x  by 

1,2 1( )c jg + − ⋅  and 1,2 ( )c jg + ⋅  respectively. In this step, group 
convolution is adopted to carry out the independent 
transformation of different components synchronously. 
Borrowed the structure of Residual Network, identity mapping 
is also used in a WResBlock, which allows the network to 
converge better. The final output of a WResBlock with the 
input ( , )c j

ix  is 
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It should be noted that the proposed WResNet is different 
from the method that using DWT as a preprocessing step of 
training signals before a neural network [11, 12]. In the 
WResNet, multiresolution analysis is embedded into the 
network. The features in the high-frequency band and 
low-frequency band produced by each WResBlock are further 
transformed respectively. Therefore, the noise component in a 
certain frequency band would not influence the others. 
Especially, a WResBlock will shrink to DWT when the output 
of the residual branch equals 0, i.e. 
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B. Classification Sub-network 
The classification sub-network aims to identify the health 

state of ix  according to the features C
iX  produced by C  

stacked WResBlocks. In WPT, the energy of each frequency 
band can be used to reflect the health state. Since the proposed 
WResBlock can be regarded as an extension of DWT, we 
consider to use energies as features that can indicate the health 
state. The energy features of ix  are calculated by 
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Then, after a dense layer and a softmax layer, the probability 
of prediction is generated by 

 softmax( )i i= ⋅ +p w e b  (5) 

where w  and b  are the trainable parameters of the dense 
layer. Finally, the predicted label of ix  is obtained by 

 ˆ argmax( )i iy = p  (6) 

C. Adversarial Training 
Adversarial training is adopted to improve the robustness 

of the diagnosis model by adding adversarial perturbations to 
the original signals during the training process. Adversarial 

 

Fig. 2 Structure of WResBlock. 

 

Fig. 1 Structure of WResNet. 
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training seeks to minimize the adversarial loss of the input 
signals. The illustration of the adversarial training process is 
shown in Fig. 3. 

 
Denote the whole WResNet as ( )f ⋅θ . For a given 

perturbation δ  to the signal ix , the prediction result becomes 

 ˆ argmax( ( )).i iy f= +θ x δ  (7) 

It is expected that the prediction of the model should not 
change when the perturbation δ  is added, as shown in Fig. 3 
(b). Then the loss function of adversarial training can be 
expressed as 
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where N  is the number of samples in one batch, iy  is the 
label of ix , and   is the cross-entropy loss function as 
follows. 

 ( )I( ) ln ( )i iy f= − ⋅ +θ x δ  (9) 
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Assume that the loss function is locally linear when || || ε≤δ , 
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where 
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1
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N

k i ii
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=
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is the gradient of the prediction loss with respect to δ , λ  is a 
hypermeter that controls the change rate of δ , and || || ( )ε≤Γ ⋅δ  
constraints the norm of δ  within ε . To get high robustness of 

the diagnosis model, gradient accumulation is performed in 
K  iteration steps, and θ  of the model is updated only once 
for every K  steps. Through gradient accumulation, the 
training process is equivalent to training the model by a larger 
virtual batch consisting of { | 1, , , 0, , }i k i N k K+ = =x δ   . 
By employing adversarial training, the diagnosis model 
becomes less susceptible to interference caused by noise. The 
adversarial training process for WResNet is illustrated in 
Algorithm 1. 

 
Compared to training the model by simply adding random 

noise to the original data, adversarial training can be seen as a 
form of hard example mining within the collection of 
noise-disturbed samples. Adversarial training focuses on 
identifying and utilizing the noise-disturbed samples that are 
particularly challenging to classify.  

III. EXPERIMENTAL INVESTIGATION 

A. Dataset Description 
The motor fault simulation test rig is utilized to simulate 

various health states of the motor. This test rig consists 
primarily of two main components: the test motor and a brake 
system. Fig. 4 provides a visual representation of the test rig 
setup. 

 
 

Fig. 4 Test rig for motor fault simulation. 

Algorithm 1 Pseudocode of Adversarial Training. 

Initialization: training parameters θ ; hyperparameters , ,ε λ µ ; 
  1: for epoch ep1 to n N=  do 
  2:     for mini-batch 1 to i N=  do 
  3:         0 ( , ) /U Nε ε← − δδ  
  4:         ,0 0←θg  
  5:               for 1 to k K=  do 
  6:                    Accumulate gradient of θ  

  7:                          ( ), , 1 11

1 ( ),N
k k i k ii

f y
K− −=

← + ∇ +∑θ θ θ θg g x δ  

  8:                    Update δ  via gradient ascent 

  9:                          ( )11
( ),N

i k ii
f y−=

← ∇ +∑δ δ θg x δ  

10:                          || || || ||k kε λ≤

 
← Γ + × 

 
δ

δ
δ

gδ δ
g

 

11:                end for 
12:         ,Kµ= − × θθ θ g  
13:     end for 
14: end for 
15: Return parameters θ  

 

 

Fig. 3 Illustration of adversarial training process. (a) gradients of the loss 
function around the sample of class 1 change dramatically. (b) gradients of 
the loss function around the sample of class 1 become close to 0 after 
adversarial training. 
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In the experiment, a vibration sensor installed on the 
drive-end of the motor was used for data acquisition at a 
sampling frequency of 12.8 kHz. The data under 6 different 
health states were collected respectively, including the normal 
condition (NC), the bearing inner race fault (BIF), the bearing 
outer race fault (BOF), the bearing roller fault (BRF), the shaft 
misalignment (SM) and the shaft bending (SB). Finally, 540 
samples were obtained under each health state, with each 
sample consisting of 1200 data points. The detail of the dataset 
is shown in Table 1. 

 
B. Diagnosis Results 

To verify the effectiveness of the proposed WResNet, 20% 
of the samples are selected randomly for training the model 
and the rest were used for evaluating the model. Within the 
WResBlock, the Haar wavelet was implemented for the DWT 
operation due to its desirable properties of having the fewest 
coefficients and good orthogonality. 

The proposed method is compared with some other 
diagnosis methods. For the sake of fair comparison, the 
number of decomposition levels for all methods is 6. Among 
these methods, Method 1 (M1) first decomposes the original 
signal by WPT to the 3rd level, then uses the features to obtain 
the final diagnosis through 3 convolution layers and a dense 
layer. Method 2 (M2) is a ResNet with 6 residual blocks. 
Method 3 (M3) has the same network structure as the 
proposed WResNet (M4), but it does not apply adversarial 
training during the training process. 

To validate the noise-robustness of these methods, white 
Gaussian noise with different power is added to the original 
test samples. The signal-noise-ratio (SNR) of test samples is 
set to -4 dB, -2 dB, 0 dB, 2 dB, 4 dB, 6 dB, 8 dB, and 10 dB 
respectively. We define SNR  dB= +∞  means no noise is 
added to the test samples. The mean diagnosis results under 
different SNR settings with ten trails are recorded in Fig. 5. 

 

It can be seen from Fig. 5 that Method 3 achieves the 
average diagnosis accuracy of 98.87% without adversarial 
training when no noise is added to the test samples. In this 
situation, Method 3 outperforms all other methods. Method 1 
and Method 2 exhibit accuracies of 94.03% and 96.71% 
respectively when no noise is added, which are not 
significantly different from WResNet. However, when 
Gaussian noise is introduced to the test samples, the accuracies 
of Method 1 and Method 2 experience a dramatic decrease. 
Particularly, at an SNR of -4 dB, their accuracies drop below 
25%. This indicates that noise interference significantly 
affects the diagnosis results of Method 1 and Method 2. In 
contrast, Method 3 demonstrates better noise robustness. Even 
when the SNR of the test samples is higher than 0 dB, the 
accuracy of Method 3 remains above 70%. These results 
suggest that the integration of DWT and independent feature 
extraction can attenuate the influence of noise. When 
WResNet is optimized using adversarial training, its noise 
robustness is significantly enhanced. Although it appears that 
the adversarial training causes WResNet to achieve slightly 
lower accuracy than Method 3 on the raw test samples, the 
accuracy of WResNet remains above 90% when the SNR of 
the test samples is higher than 0 dB. Even at an SNR of -4 dB, 
WResNet maintains an accuracy of over 81%. These findings 
indicate that adversarial training effectively stabilizes the 
performance of the diagnosis model and improves its noise 
robustness. 

C. Visualization 
To better show the noise-robustness of different methods, 

the features of signals with different SNR values are projected 
onto a two-dimensional space using the uniform manifold 
approximation and projection (UMAP) algorithm [13]. In Fig. 
6, the features extracted from the proposed WResNet are 
compared with the features extracted from Method 2. 

 
From Fig. 6(a), it is evident that Method 2 experiences a 

decline in diagnosis performance due to noise interference. As 

TABLE I.  DETAILS OF THE DATASET 

Health State Rotation 
Speed (Hz) 

Load 
(N) Health State Rotation 

Speed (Hz) 
Load 
(N) 

NC 15 
25 
35 
45 

0 
10 

BRF 15 
25 
35 
45 

0 
10 BOF SM 

BIF SB 
 

 

Fig. 5 Diagnosis accuracies of different methods. 

 

Fig. 6 Visualization of the features from (a) Method 2. (b) WResNet. 
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the SNR of the test samples decreases, the boundaries between 
different health states become blurred. Particularly, at an SNR 
of -4 dB, the points representing the various health states are 
heavily mixed, except for those representing BIF. This 
indicates that Method 2 has lost its diagnostic capability under 
these conditions. In contrast, the proposed WResNet exhibits a 
more stable classification surface as the SNR of the test 
samples changes, as depicted in Fig. 6(b). Although the range 
of points representing the same health state widens with 
decreasing SNR, the clusters of points corresponding to 
different health states remain distinct, albeit being in close 
proximity to each other. This highlights the superior 
performance of WResNet compared to Method 2 in terms of 
preserving the separability of health states even under noisy 
conditions. 

The excellent noise robustness exhibited by WResNet can 
be attributed to two key factors. Firstly, the integration of 
DWT into the convolutional neural network enhances the 
performance of the down-sampling process. This integration 
resolves the issue where high-frequency components affect 
the low-frequency components in methods such as 
max-pooling and other conventional down-sampling 
techniques. By employing DWT, WResNet effectively avoids 
this problem, resulting in improved noise resilience. Secondly, 
through adversarial training, WResNet is trained to produce 
stable outputs in the vicinity of the training samples, even 
when faced with noise interference. This approach enhances 
the model's ability to maintain consistent and accurate 
predictions despite the presence of noise. As a result, 
WResNet demonstrates enhanced noise robustness due to the 
stabilizing effect of adversarial training. 

IV. CONCLUSION 
This paper proposes a wavelet-integrated residual network 

named WResNet for machine fault diagnosis. WResNet is 
robust to noise interference. In WResNet, DWT is integrated 
to improve the performance of the down-sampling operation, 
so the potential risk of frequency aliasing caused by 
down-sampling can be eliminated. Additionally, WResNet 
adopts an adversarial training approach by using a 
gradient-based method. The objective of adversarial training 
is to enhance the model's ability to maintain stable output 
even when the signal is disturbed by noise.  

WResNet is validated by the data from a test motor with a 
wide range of SNR. The results demonstrate that compared 
with some existing methods, WResNet is more robust to 
noise interference. This superior performance can be 
attributed to the integrated DWT operation and the way of 
adversarial training.  

Furthermore, considering that the structure of WResNet 
can be seen as an extension of the WPT to some extent, it is 
plausible that WResNet may possess certain interpretable and 
valuable attributes. Future research endeavors will focus on 
exploring these attributes in greater detail. 
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