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Introduction:

Visual odometry estimates the robotic vehicle's trajectory based on the kinematic model and image captured by the onboard

camera when the vehicle's attitude cannot be directly retrieved. However, modeling uncertainty, measurement noise,

feature mis-identification, and switching output can hinder accurate estimations. This paper proposes a robust visual

odometry design and algorithm in a sampled-data structure. Comprehensive simulations and experiments demonstrate the

relationship between design parameters and estimation performance under various uncertainties. Tuning guidelines are

provided for visual odometry parameters to address these uncertainties.

Preliminary:

The Special Euclidean Group is defined as

𝑆𝐸 3 ≔ {𝑋 =
𝑅 𝑇
0 1

∈ ℝ4×4|𝑅 ∈ 𝑆𝑂 3 , 𝑇 ∈ ℝ3, det 𝑋 = 1}

where 𝑅 is the rotation matrix and 𝑇 is the translation vector of the rigid body in Inertial Coordinate 𝕀.
The Lie Algebra of the Special Euclidean Group is defined as

𝑠𝑒 3 ≔ {𝐴 =
𝜔× 𝑣′

0 0
∈ ℝ4×4|𝜔× ∈ 𝑠𝑜(3), 𝑣′ ∈ ℝ3}

where 𝜔× is the skew-symmetric matrix of the angular velocity 𝜔 ∈ ℝ3 and 𝑣′ is the linear velocity. Both 𝜔, 𝑣′ are in the

body coordinate 𝔹.

For any point in 𝕀 having the form of 𝑃 = 𝑥 𝑦 𝑧 𝑇, its relative position 𝑃′ = 𝑥′ 𝑦′ 𝑧′ 𝑇 in 𝔹 can be obtained as:

𝑃′ = 𝑅𝑇 𝑃 − 𝑇 , 𝑃′
1

= 𝑋−1 𝑃
1

Geometrical Constraint of the Sensor:

The parameter of a general camera can be implemented as

𝜽 = {𝜃𝐻 , 𝜃𝑉 , 𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥}
where 𝜃𝐻 , 𝜃𝑉 are the horizontal and vertical field of view, and 𝑓𝑚𝑖𝑛, 𝑓𝑚𝑎𝑥 are the minimum and maximum distance for an

standard selected feature mark to be recognized by the camera.

For any point with relatice potition 𝑃′ = 𝑝𝑥
′ 𝑝𝑦

′ 𝑝𝑧′ , it has to satisfy:

𝑓𝑚𝑖𝑛 ≤ 𝑝𝑦
′ ≤ 𝑓𝑚𝑎𝑥, 𝑝𝑥

′ ≤ 𝑝𝑦
′ tan

𝜃𝐻
2

, 𝑝𝑧
′ ≤ 𝑝𝑦

′ tan(
𝜃𝑉
2
)

The output from the camera is implemented as

𝑌𝑖 = ൞
ቊ

𝑋−1𝐶𝑖 + Λ𝑖 , 𝑖 ∈ 𝔾(𝑋, ത𝑌)

03
𝑇 1 𝑇 + Λ𝑖 , 𝑖 ∈ 𝔾𝑐(𝑋, ത𝑌)

, 𝑖 ∈ 𝕆(ത𝑌)

04, 𝑖 ∈ 𝕆𝑐( ത𝑌)

Here the 𝕆(ത𝑌) and 𝕆𝑐( ത𝑌) denote the identified and unidentified feature marks, and 𝔾(𝑋, ത𝑌) and 𝔾𝑐 𝑋, ത𝑌 denote the

correctly identified and mis-identified feature marks. The 𝐶𝑖 = 𝑃𝑖
𝑇 1 𝑇 includes the information position vector of 𝑖𝑡ℎ

feature mark in 𝕀, and Λ𝑖 = 𝜆𝑖
𝑇 0 T represents the measurement noise and position of the mis-identified points in 𝔾(𝑋, ത𝑌)

and 𝔾𝑐(𝑋, ത𝑌) respectively.

B. Odometry Design

The visual odometry estimating state of the robotic vehicle 𝑋 is proposed:
ሶ෠𝑋 = ෠𝑋 𝑈 − Ψ− 𝑄

෠𝑌𝑖 = ෠𝑋−1𝐶𝑖
where

Ψ = ෠𝑋−1ℙ(ℓ ෍

𝑖∈෡𝔾( ෠𝑋, ത𝑌)

෠𝑋 𝑌𝑖 − ෠𝑋−1𝐶𝑖 𝐶𝑖
𝑇) ෠𝑋

𝑄 = ෠𝑋−1ℙ(𝐾𝑜 ⋅ 𝒽 ෍

𝑖∈෡𝔾𝑐( ෠𝑋, ത𝑌)

෠𝑋 𝑌𝑖 − ෠𝑋−1𝐶𝑖 𝑌𝑖 − ෠𝑋−1𝐶𝑖
𝑇 ෠𝑋𝑇) ෠𝑋

and ℓ, 𝒽 ∈ ℝ>0 , 𝐾𝑜 = 𝐾𝑜
𝑇 ≥ 𝑘𝑜

∗ ⋅ 𝐼4×4 are the design parameters. ෡𝔾( ෠𝑋, ത𝑌) and ෡𝔾𝑐( ෠𝑋, ത𝑌) are the estimate of the set 𝔾(𝑋, ത𝑌)
and 𝔾𝑐 𝑋, ത𝑌 based on the information of ෡X and the geometrical constraint.

Selected Simulation and Experiment Results:

Due to the space limitation, only the selected simulation and experiment results are presented here.

Simulation Result:

Experimental Result:

Comparative simulation and experiments are presented here, where the red line represent the proposed visual odometry and

the other lines represent the existing visual odomtery (observer). It can be seen that the proposed method has better

estimation. More simulation and experiment results can be found in the full version of the Manuscript.

Visual Odometry Design:

A. Mathematical Model of the System

The kinematical model of the system is
ሶX = X U + D

where 𝑋 ∈ 𝑆𝐸 3 is the state of the robotic vehicle, 𝑈 ∈ 𝑠𝑒(3) is the control input to the robotic vehicle, and 𝐷 ∈ 𝑠𝑒(3)
is the unknown lumped match uncertainty.
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