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Abstract—Alzheimer’s disease (AD) has become one of the most common neurodegenerative disorder, currently affecting nearly twenty-five million worldwide. There is no cure available at this moment, however early diagnosis, socially assistive robotics therapy showed promising results in slowing down the progression of the diseases. This paper discusses recent developments in early AD diagnosis and non-pharmacological treatment options.

I. INTRODUCTION

Alzheimer’s disease (AD) accounts for 60%-70% of all dementia cases, and its clinical diagnosis at the early stages is very difficult [1]. Even though several novel drugs endeavoring to mitigate disease progression and relieve symptoms are being developed, there is no effective cure yet. This paper proposes a framework that uses EEG signals for early diagnose AD and MCI. Moreover, this study attempts to find an explanation for the predicted diagnosis using the Explainable Artificial Intelligence algorithm (XAI).

II. RELATED WORKS

Alzheimer’s disease is a progressive brain disorder. Unfortunately, there is no effective treatment or medication for such a disease, however studies have shown that robot-guided therapy sessions can slow down the progression and ease some of the symptoms. Alzheimer’s disease can be diagnosed with complete certainty only after death, however, multiple medical assessment techniques can confirm the risk of acquiring Alzheimer’s or dementia. Common clinical assessments include PET, CT, EEG, mental status and neuropsychological testing, blood, and genetic testing. Numerous studies have attempted to develop a user-friendly framework to assist in processing of these clinical assessments.

A. Machine Learning for Early Diagnosis of AD

Since the identification of pathological EEG sequences indicative of AD, there has been extensive investigation into linear and non-linear classification algorithms, or classifiers. Of the studies conducted, a significant portion relies on one-class classifiers. Methods such as Gaussian Naive Bayes, Fisher Linear Discrimination, and Gaussian Processes, as well as Support Vector Machines (SVM) with a linear kernel, maintained average accuracy of 60-65 [2],[3]. Several methods that combine techniques have been investigated in an attempt to streamline performance and improve accuracy. The study by Huagn et al has successfully implemented a new convolutional neural network (CNN) increasing the model training and validation accuracy to a range of 87-96% by adding more convolutional and pooling layers, thus deepening the network [4].

In the medical domain, there is a thriving demand for AI approaches, which are not only accurate but also easily understandable and easily interpretable. Another reason why the explainability of machine learning algorithms is in such great demand is that personalized medicine has grown a lot over the past couple of years. A couple of explainable AI (XAI) approaches have been applied in the medical domain. For example, in the paper by Benjamin Letham, a model called Bayesian Rule Lists, which generates a posterior distribution over possible decision trees, has shown promising results for a better stroke prediction[5]. XAI has also been applied in the field of digital pathology. For example, Chen et al, have proposed a novel framework for a quick and accurate method to detect mitosis. The study showed a novel deep cascaded convolutional neural network, which composed of CNNs and a discrimination model that is assembled by transferring deep and rich feature hierarchies trained by CNN [6].

B. Socially assistive robots therapy for AD

Social agents that strive to assist individuals in health-related tasks have been closely studied in the human-computer interaction (HCI) community. In the study by Francisco Martin, NAO robots were used for therapy for patients with dementia [7]. Therapy sessions were conducted twice a week for a month and preliminary medical assessments on real patients with moderate dementia shown promising results. Their neuropsychiatric symptoms have a tendency to improve compared with patients following classic therapy methods. The robot was able to capture the attention of the elderly due to its human shape, its human-like movements, and its music capabilities.

In the recent study by Juan Fasola, robots took the role of coaches for robot-guided sessions for the elderly population [8]. They were able to personalize the social interaction which resulted in higher engagement and motivation scores. Based on the post-treatment surveys, sessions with the robot physically present in the room resulted in an enjoyable and valuable experience.

III. METHODS

A. Dataset

The original dataset that was used in this study is the dataset from the paper by Cejnek [9]. The set contains EEG data collected from patients with probable Alzheimer’s, Mild Cognitive Impairment (MCI), and healthy individuals of the age from 50 to 70. Every EEG recording is of the length 90s or less and was taken when subjects were at rest. The total numbers of recordings used for machine learning algorithms are 284 recordings for AD, 56 recordings for MCI, and 100
recording for healthy. The EEG electrodes were positioned according to the 10-20 System. The recordings were conducted on a 21-channel digital EEG setup: Walter EEG PL-231, with a sampling frequency of 256 Hz, and TruScan 32, Alien Technik Ltd, with a frequency of 128 Hz.

B. Signal Processing and Visualization Method

A 10th-order lowpass Butterworth filter with a cut-off frequency at 50 Hz was applied to the original signal to remove muscle activity artifacts, which typically consist of frequencies of 300 and higher [10]. Each recording was divided into five frequency bands: Gamma band greater than 30 Hz, Beta band is between 13 Hz and 30 Hz, Alpha band is between 8 Hz and 12 Hz, Theta band is between 4 Hz and 8 Hz, and Delta band is less than 4 Hz [11]. Since EEG recordings were made in the resting state, the mean power of each of the band for each electrode was extracted as a feature. Extracted mean power for each electrode was used to create head-plot spectrograms. Head-plot spectrograms were constructed using the EEG mapping function in MATLAB [12]. This visualization method was used to produce a topographic map of the scalp by cubically interpolating values from each electrode.

C. Machine Learning: CNN and LIME

The generated headplot spectrograms were divided into training and testing sets, and CNN models were trained using Keras packages [13]. Models for each of the frequency bands were trained and used for further Local Interpretable Model-Agnostic Explanations (LIME). To further understand the underlying trends of classification, a LIME network was trained to evaluate the performance of the proposed CNN model. LIME is an algorithm that attempts to explain the model by perturbing the input of data samples and understanding how the predictions change. For each of the explanation instances, LIME creates a new dataset, which consists of slightly altered samples and the corresponding predictions of the pre-trained model. On this newly created dataset, LIME trains an interpretable model, which consists of weighted similarity between sampled instances and the sample that has been inputted to the model. Keras library was used for the implementation of the LIME algorithm [14].

IV. RESULTS

The accuracy for CNN models for each of the spectral band are presented in Figure 2. The highest classification accuracy results were obtained using Gamma frequency band (¿30 Hz).

LIME algorithm was able to locally interpret each of the spectrograms. Sample LIME outputs for AD, MCI, and healthy individuals are presented in Figure 1. This approach provides a qualitative insight into CNN classification. For testing the LIME algorithm, sample head-plot spectrograms were randomly chosen from the validation dataset and 400 perturbations are generated per each input. The identified region is the region that has a stronger association with the predicted diagnosis. The areas identified by the algorithm are mainly temporal, frontal lobes and motor cortex are affected in AD and MCI patients.
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