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Abstract—Cooperative manipulation tasks can be divided into
the subtasks of object trajectory tracking and grasp maintenance.
Both subtasks typically pose individual requirements on the un-
derlying control objective in terms of accuracy and robustness
to disturbances. In this article, we propose a novel distributed
impedance control scheme, resulting in a flexible control design
to meet the individual—potentially conflicting—impedance goals
of the respective subtasks. In order to achieve more efficient use
of the communication resource, we propose an event-triggered
strategy for the communication between the robotic agents. Robust,
stability also in interaction with unknown objects and unknown
environments, is guaranteed via passivity-based control design.
Simulations and experimental results show that, with the proposed
communication strategy, the number of transmissions between
agents can be significantly reduced while maintaining the flexibility
introduced by the distributed controller.

Index Terms—Cooperative manipulators, distributed robot
systems, multirobot systems, networked robots.

I. INTRODUCTION

R ECENT successes in the development of lightweight
robots facilitate the ubiquitous deployment of cost-

efficient, safe, and easy-to-use robots for everyday tasks. How-
ever, due to the inherited reduced payload compared to classical
industrial robots it becomes unfeasible to manipulate heavy and
bulky objects. As a consequence, cooperative manipulation in
multirobot systems has attracted a lot of attention recently [1]–
[3]. Additionally, increasing the number of robots naturally
comes with increasing degrees of freedom, which can be ex-
ploited for secondary tasks as obstacle avoidance or increasing
manipulability [4]. Control strategies for multirobot systems are
typically distinguished into three approaches [5]. Centralized
approaches, where the whole system is controlled from a single
point, are highly performant. However, due to the requirement
of a central unit for control, those come with high communica-
tion requirements and vulnerability against single-point failures,
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making them less robust and prone to attacks. On the contrary,
in decentralized approaches every agent is locally controlled
without using information from its neighbors, which in general
results in low performance. The performance of decentralized
approaches can be increased by allowing for a certain degree of
communication between agents, resulting in distributed control.
However, distributed (as well as centralized) approaches require
communication between the individual agents, preferably wire-
less in case of mobile systems. Common robot control strategies
require a sampling rate of 1 kHz or higher, which poses high
requirements on the communication channel, in particular in
wireless communication [6]. This load on the communication
network further increases with an increasing number of agents.
Although typically a low number of manipulators are involved in
a single cooperative manipulation task, additional agents might
share the communication channel. It is well known that high
network load leads to network congestion and, as a result, to
packet loss and delays, which are detrimental to performance
and can even destabilize the overall system. Additionally, in
scenarios with battery-driven communication nodes, the lifetime
is reduced by continuous signal transmission. It is important to
develop approaches that can flexibly react to the communication
constraints imposed by the application scenario. Event-triggered
updating, where agents exchange data only when a certain
triggering condition is met, is a solution to reduce the commu-
nication network load [7]. This has not yet been exploited in the
context of cooperative manipulation. In general, the problem of
distributed control for cooperative manipulation over communi-
cation networks is still a largely open problem.

In this article we will show that distributed control of multi-
robot systems offers significant functional advantages for coop-
erative manipulation tasks since multiple different control objec-
tives can be fulfilled simultaneously. We also address the issue of
communication efficiency by introducing an event-triggered dis-
tributed control solution. Particular focus is on robust solutions,
via passivity-based control, enabling manipulators to interact
with possibly unknown objects and environments.

A. Related Work

In the following, a short overview of related works in the
respective areas of cooperative manipulation and event-triggered
control is given.

1) Cooperative Manipulation: The goal in cooperative ma-
nipulation is typically twofold as follows: 1) the object should
follow the desired trajectory and 2) a suitable grasping force
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should be applied. Here suitable means that the force should
be high enough, such that the grasp is rigid and no slippage
occurs while avoiding high interaction wrenches, which could
damage the object. Common approaches to achieve those goals
are classified as hybrid motion/force schemes and as impedance-
based schemes. In hybrid motion/force control approaches the
grasping forces are actively controlled in a space orthogonal to
the desired motion [8]. The main problem arises in the computa-
tion of the actual grasping forces since they generally cannot be
obtained without the knowledge of all the individual end-effector
forces. Those can either be directly estimated [9] or are ob-
tained by subtracting object dynamics, estimated in distributed
fashion [10] from the measured forces. As a result, delays and
errors due to the estimation of internal forces lead to a deterio-
rated performance in hybrid motion/force schemes. In contrast,
with impedance-based schemes a force-motion relationship is
imposed on the system. Typically, those approaches come with
guaranteed stability when in contact with a passive environment
due to the passive nature of the impedance dynamics. Earlier
works propose impedance control on object level [11] or based
on internal forces applied to the object [12]. Both approaches can
be combined to form a unified control framework for cooperative
manipulation [13]. The dynamic behavior can be decoupled into
a relative and cooperative part, which are directly related to
the two subtasks of grasp maintenance and object tracking, and
controlled separately by a central unit [14]. In contrast, with the
decentralized control framework [15], [16], each manipulator
is locally controlled via a local impedance-based scheme. As
a result, the behaviors in the respective subspaces emerge as
a consequence of the individual end-effector impedances and
cannot be designed independently. However, object tracking and
grasp maintenance may have different and conflicting control
goals, for example, high precision for object tracking and high
compliance for the grasp maintenance subtask to compensate
for uncertainties in the system. An impedance scheme, where
the behaviors in the subspaces can be independently designed
with a noncentralized control architecture, has not yet been
introduced.

2) Event-Triggered Control: A general introduction to event-
triggered and self-triggered control for single-agent systems can
be found in [17]. In [18], a survey on recent advances for general
nonlinear systems is presented. Various canonical problems in
the area of multiagent systems are solved in an event-triggered
fashion for simple agent dynamics (single/double integrator,
linear) [19]–[21]. Nonlinear agent dynamics in multiagent sys-
tems are considered in [22] and [23], and an event-triggered
control law, considering the nonlinear dynamics of flying robots,
is proposed in [24]. As a special case of nonlinear systems,
Euler–Lagrange systems are recently considered in the con-
text of event-triggered control [25]–[28]. In [28], an adaptive
event-triggered control law for the leader–follower consensus of
multiple Euler–Lagrange systems is presented and extended by
additional model-independent algorithms. The so-called Zeno
behavior, where an event is triggered infinitely often in a limited
time interval, is a controversial topic on its own [29]. With
typical triggering-conditions, the closer the agent gets to the
origin the more events are triggered, which is avoidable as long

as it is the equilibrium point. However, this is not necessarily true
since zero crossings can occur when an agent crosses the origin
during its transient phase, leading to Zeno behavior. In order to
avoid Zeno behavior during zero crossings, a decreasing state-
independent term is added to the triggering function. Previous
approaches on event-triggered control in Euler–Lagrange sys-
tems do not consider external forces in the manipulator dynamics
and are therefore not applicable to cooperative manipulation,
where a certain interaction force is desired to maintain the grasp
of the object. Passivity is often used to achieve robust stability
for interaction tasks in Euler–Lagrange systems [30]. Passivity
analysis of event-triggered systems is presented in [31]–[34]
and based on the passivity indexes of plant and controller
event-triggering conditions are proposed. However, those works
only consider single-agent systems and are not applicable in
distributed multiagent systems.

While event-triggering in Lagrangian systems has recently
gained attention, only general problems like consensus and
leader–follower tasks have been analyzed. Event-triggering in
cooperative manipulation is a completely unexplored topic. In
addition, to the best knowledge of the authors event-triggering
in multirobot systems has never been experimentally validated,
making the results presented in this article the first of its
kind.

B. Contributions

The contribution of this article is twofold. First, a novel
distributed control law for cooperative manipulation is proposed,
allowing for more flexibility in the control design, i.e., differ-
ing control goals for object tracking and grasp maintenance.
This is achieved by introducing communication between lo-
cally impedance-controlled end-effectors, which allows them
to synchronize their errors. We characterize the performance
of the system under the influence of disturbances in terms of
L2 stability and provide upper bounds on the tracking error.
An extensive discussion about how the communication between
agents benefits the control design in a cooperative manipulation
task is provided, and the influence of different communication
topologies is discussed. The second contribution is a novel
event-triggered update strategy to reduce the communication
rate for the distributed control. We show that the triggering can be
interpreted as an additional bounded and vanishing disturbance
to the system. Applying passivity-based design techniques and
Lyapunov theory the stability of the complete system can be
shown even when in contact with an unknown object and en-
vironment. Finally, the results are illustrated in simulations for
various communication topologies and validated in experiments,
where a typical pick and place task with objects of varying
stiffness is performed.

The remainder of this article is structured as follows. The
system dynamics and a model of interaction between robot
and object are presented in Section II. The distributed control
law is developed first with time-continuous communication
in Section III and extended by an event-triggered strategy in
Section IV. Finally, the approach is validated in simulations
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in Section V and an experiment in Section VI. Section VII
concludes this article.

C. Notation

Throughout this article any vector ai or matrix Ai in-
dexed with i = [1, . . . , N ] refers to the ith agent, while
the absence of an index indicates the stacked vector of all
agents a = [aT

1 . . . aT
N ]T or the block diagonal matrix A =

blockdiag(A1, . . . ,AN ). The smallest and largest eigenvalue of
a matrix A is denoted with λmin(A) and λmax(A), respectively.
The n× 1 vector 1n denotes a column vector full of ones while
In is the n× n identity matrix and 0n×m is the n×m zero
matrix. The indexes are omitted if the dimensions are clear from
context. The Kronecker product operator is denoted as ⊗. The
Euclidean norm of a vector and the matrix norm, induced by the
Euclidean norm, are denoted by ‖(·)‖2. Finally, the L2 norm of
a function is denoted as ‖(·)‖L2

.

II. MULTIROBOT SYSTEM MODEL

In this article we consider N manipulators cooperatively ma-
nipulating an object. Following the Euler–Lagrange formalism,
the dynamics of the ith manipulator in task space are given as

Λi(xi)ẍi +Ci(xi, ẋi)ẋi + gi(xi) = hc
i + hi (1)

where Λi(xi) ∈ R3×3 and Ci(xi, ẋi) ∈ R3×3 are the inertia
matrix and Coriolis/centrifugal terms, respectively; gi(xi) ∈
R3 are the gravitational forces, hc

i ∈ R3 are the control inputs,
and xi, ẋi, ẍi ∈ R3 are the position, velocity, and acceleration
of the ith end-effector. The total external applied force hi ∈ R3

is measured at the tip of the ith end-effector and includes the
contact with the object and the environment. When interacting
with an unknown environment, the well-known impedance-
control approach provides a safe framework for robotic manip-
ulation [35]. By defining the tracking error as

zi = xi − xd
i (2)

with the desired trajectoryxd
i for the ith manipulator, the desired

error dynamics are given as

M iz̈i +Diżi +Kizi = hi + hs
i + h̃i (3)

with symmetric positive definite desired inertia M i ∈ R3×3,
damping Di ∈ R3×3 and stiffness Ki ∈ R3×3. The term hs

i ∈
R3 is an additive force, which can be used as an additional
control input, which is exploited later and h̃i ∈ R3 is a distur-
bance force. Stacking the individual dynamics (3), the system
consisting of all N manipulators can be compactly written as

Mz̈ +Dż +Kz = h+ hs + h̃. (4)

Common approaches to achieve the desired dynamics (4) can
be distinguished into force- and position-based impedance
schemes. In force-based approaches the desired actuator torques
are obtained by feeding back position and velocity of the end-
effector and are transformed to the joint-space with known Jaco-
bian. An accurate model of the manipulator dynamics is required
in order to compensate for the nonlinear termsCi(xi, ẋi)ẋi and
gi(xi) in (1). In addition, force-feedback can be incorporated in

order to shape the desired inertia of the end-effector. In contrast,
in position-based impedance approaches, measured forces are
fed back and the desired motion is obtained according to (4). A
position controller is then used to track the desired motion. For
more information on the individual approaches, the interested
reader is referred to [36] and [37]. Under the assumption of
perfect feedback linearization for the force-based and perfect
tracking of the virtual end-effector trajectory for the position-
based impedance approaches, the closed-loop dynamics of the
multirobot system can be expressed by (4), making the results
presented in this article independent of the actual implementa-
tion. Depending on the implementation the disturbance forces h̃
can thus include uncertainty in the manipulator dynamics for
the feedback linearization, as well as measurement errors in
the forces h and/or tracking errors of the position controller.
While we allow for unknown and possibly flexible objects as
well as contact with the environment, we pose the following
assumptions on the grasp and the externally applied forces h.

Assumption 1:
1) The desired trajectory xd is chosen, such that the grasp

can be assumed as rigid and no slippage occurs.
2) The external forces h applied to the system are generated

by a passive map with input ẋ and output −h, i.e., there
exists a positive semidefinite function Ve, such that V̇e ≤
−ẋTh. Additionally, the forceh resulting from a bounded
velocity ẋ is bounded.

With the above assumption the combined system of object
and environment is assumed to be passive. This is the case if
both the environment and object are passive. While passivity of
the environment is a typical assumption in robotic applications,
also the passivity of the object is not restrictive since physical
objects are modeled via Euler–Lagrange equations at the contact
points [38], which naturally form passive systems [39]. This,
however, only holds if the contact points do not change during
manipulation, which is provided by the rigid grasp assump-
tion. A strategy for choosing xd, such that the first item of
Assumption 1 is fulfilled is provided in Section III-C.

A. Dynamics Decoupling

Recall the two tasks for cooperative manipulation discussed in
Section I, namely, 1) object tracking and 2) grasp maintenance.
In order to analyze the achievement of the two subtasks, similar
to [40] the system dynamics are decoupled into a cooperative
subsystem, related to task 1), and a relative subsystem, related to
task 2). The cooperative state is defined as the geometric center
of the grasping points as

zc =
1

N

N∑

i=1

zi = Gz (5)

where G ∈ R3×3N is defined as

G =
1

N
1T
N ⊗ I3. (6)

The states evolving in the null-space of G are the relative states
given as

zr = Nz (7)
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with a full row-rank null-space projector N = F ⊗ I3, where
F ∈ R(N−1)×N is chosen, such that F1N = 0N−1 and thus
NGT = 03(N−1)×3N . We can now write

z =
[
G† N †

] [zc

zr

]
(8)

where G† and N † denote the Moore–Penrose inverse of G and
N , respectively. Equivalent transformations can be made for the
original system and desired states x,xd as

[
xc

xr

]
=

[
G

N

]
x,

[
xd
c

xd
r

]
=

[
G

N

]
xd. (9)

Remark 1: For the sake of exposition we assume homoge-
neous impedance parameters. It should be noted that this is solely
required for the intuitive representation in terms of cooperative
and relative behaviors. In case of nonhomogeneous param-
eters, the decomposition is still possible with energetically-
conservative coupled behaviors [41]. Our approach, including
stability results, straightforwardly extends to the case of nonho-
mogeneous impedances.

Due to the homogeneity every impedance parameter
A ∈ {M ,D,K} is simplified as

A = IN ⊗Ai. (10)

Due to the properties of the Kronecker product

N † = F † ⊗ I3, G† = 1N ⊗ I3 (11)

holds and it can be shown that

(N †)TAG† = 03(N−1)×3, (G†)TAN † = 03×3(N−1).
(12)

By substituting (8) in (4), left-multiplying by [ (G
†)T

(N †)T ], and by
using the property (12), the decoupled dynamics in the respective
subspaces are obtained as

M cz̈c +Dcżc +Kczc = hc + h̃c + hs
c (13)

M rz̈r +Drżr +Krzr = hr + h̃r + hs
r (14)

where a matrix A ∈ {M ,D,K} and a force a ∈ {h, h̃,hs}
indexed by c, r are defined as

Ac = (G†)TAG†, ac = (G†)Ta

Ar = (N †)TAN †, ar = (N †)Ta. (15)

III. DISTRIBUTED COOPERATIVE MANIPULATION

In the following we will exploit communication between the
individual manipulators to obtain more flexibility in the design of
the control laws for the two subspaces. This is done by allowing
the agents to communicate the individual tracking errors żi, zi

and synchronize them with their neighbors via the additional
control input hs in (4).

A. Communication Graph Model

The communication structure of N interacting agents is mod-
eled by a weighted undirected graph G = (V, E), with vertex

set V = {1, . . . , N} representing the N agents and edge set
E ⊆ V × V , representing the connection between agents. The
neighborhood of agent i is defined as Ni = {j ∈ V|(i, j) ∈ E}.
In this work we consider an undirected graph, i.e., if (i, j) ∈
E ⇒ (j, i) ∈ E . In contrast to typical consensus and formation
problems, we do not assume a connected communication graph,
i.e., there does not necessarily exist a path between any two
vertices i and j. The N × |E| incidence matrix H = {hik} of
the graph G is given as

hik =

⎧
⎪⎨

⎪⎩

1 if edge k enters node i

−1 if k leaves node i

0 otherwise.

(16)

In this work we make use of a matrix weighted graph, extended
to the three spacial dimensions. Then the 3N × 3N Laplacian
matrix is obtained as

LA = (H ⊗ I3)
TA(H ⊗ I3) (17)

where the weight matrix is defined as A = blockdiag(Ak) with
individual weight Ak ∈ R3×3 for each edge k ∈ E . Note that
we do not require positive definite weights and thus the Lapla-
cian matrix itself is not necessary positive definite as typically
assumed in consensus and formation control problems.

B. Error Synchronization

In this work agents exchange their position and velocity errors
via the additional control input hs

i , defined as

hs
i =

∑

j∈Ni

Ds
ij(żj − żi) +

∑

j∈Ni

Ks
ij(zj − zi) (18)

where Ds
ij ∈ R3×3, Ks

ij ∈ R3×3 are design parameters fulfill-
ing the following assumption.

Assumption 2: The parameters in (18) are chosen, such
that Ds

ij = Ds
ji and Ks

ij = Ks
ji and the individual matrices

Ds
ij ,K

s
ij are symmetric.

Remark 2: In the following it will be shown that the syn-
chronization controller can be interpreted as additional stiffness
and damping between neighboring end-effectors. The symmetry
assumption on the weight matricesDs

ij ,K
s
ij is a typical require-

ment on the parameters of impedance-based control schemes,
describing a notion of physical feasibility. Note that besides the
symmetry assumption, no further restrictions are posed on the
parameters. This implies that spatially (de-)coupled parameters
and different weights for different edges are possible.

Based on Assumption 2 we can exchange the indexes ij
and ji by the index k ∈ E , which denotes the edge con-
necting agents i and j. Defining LD ∈ R3N×3N and LK ∈
R3N×3N as in (17) with the 3|E| × 3|E| weight matrices Ds =
blockdiag(Ds

1, . . . ,D
s
|E|) and Ks = blockdiag(Ks

1, . . . ,K
s
|E|)

replacingA in (17), the synchronization input in (4) is compactly
written as

hs = −LDż −LKz (19)

resulting in the coupled closed-loop dynamics

Mz̈ +Daż +Kaz = h+ h̃ (20)
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where Da = D +LD and Ka = K +LK . Projecting (19)
into the corresponding sub-spaces, one obtains

hs
c = −(G†)TLDż − (G†)TLKz (21)

hs
r = −(N †)TLDż − (N †)TLKz. (22)

It should be noted that

span{1N ⊗ I3} ⊆ null(LA) (23)

and since G† = 1N ⊗ I3, we can conclude that (G†)TLl =
03N , ∀l ∈ {D,K} and hs

c = 03N follows immediately. Sub-
stituting (8) and its derivative into (22) results in

hs
r = −(N †)TLDN †żr − (N †)TLKN †zr (24)

since again the cooperative term vanishes. Combined with (13)
and (14), the cooperative and relative impedance behaviors,
including the synchronization control, are obtained as

M cz̈c +Dcżc +Kczc = hc + h̃c (25)

M rz̈r +Deżr +Kezr = hr + h̃r (26)

with the effective relative stiffness and damping

Ke = (N †)T (K +LK)N †

De = (N †)T (D +LD)N †. (27)

As a result, the cooperative behavior (i.e., object tracking) is not
affected by the synchronization input, while the resulting relative
behavior (i.e., grasp maintenance) is an impedance behavior
with modified relative stiffness and damping. Consequently,
by tuning the respective weight matrices Ks

k and Ds
k ∀k ∈ E

the relative parameters can be set without changing the coop-
erative parameters. However, this modification of the relative
parameters is only possible along the edges of the underlying
communication graph, characterized by the N ×N reduced
graph Laplacian matrix

L∗ = HTH (28)

with the incidence matrix H as defined in (16). In the following
we will investigate the passivity and stability properties of the
overall system. The following lemma and definition will be
helpful for that.

Lemma 1: If

λmin(K
s
k) > − λmin(K)

λmax(L∗)

λmin(D
s
k) > − λmin(D)

λmax(L∗)

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
∀k ∈ E (29)

then the matricesDe,Ke as defined in (27) are positive definite.
Proof: From (27) it can be seen that if Ks is positive

semidefinite,Ke is positive definite. In the case thatλmin(K
s) <

0, we can write λmin(LK) ≥ λmax(L
∗)λmin(K

s). Recall that
Ks is a block diagonal matrix with Ks

k on the diagonals,
where k denotes the edges of the graph, thus λmin(K

s) =
mink∈E λmin(K

s
k). In order to ensure positive definiteness of

Ke,

λmin(K) + λmax(L
∗)λmin(K

s
k) > 0 (30)

must hold for all edges k, which is achieved by (29). Following
the same argumentation positive definiteness of De can be
shown. �

Definition 1 ([42]): A dynamical system with state x ∈ Rn,
input u ∈ Rp, and output y ∈ Rp is said to be output strictly
passive (OSP) with passivity index ρ if there exists a continu-
ously differentiable, positive semidefinite function V (x), such
that

V̇ ≤ uTy − ρyTy (31)

and ρ > 0.
Now we are in the position to make a statement on the passivity

and stability properties of the overall system.
Theorem 1: Consider multiple impedance-controlled manip-

ulators with error dynamics (4) cooperatively manipulating an
object with the control input hs as given in (19) and under
Assumption 2. If the parameters are chosen according to (29)
then the coupled manipulator dynamics (20) are output-strictly-
passive with input–output pair [u,y] = [h+ h̃, ż] and passivity
index ρ = λmin(D +LD).

Proof: Consider the Lyapunov candidate

Vc =
1

2

[
z

ż

]T [
Ka + cDa cM

cM M

]

︸ ︷︷ ︸
W

[
z

ż

]
. (32)

It can be shown using the Schur complement that Vc is pos-

itive definite if
λd−

√
λ2
d+4λkλm

2λm
< c <

λd+
√

λ2
d+4λkλm

2λm
, where

λk = λmin(Ka), λd = λmin(Da), and λm = λmax(M). Taking
the derivative of Vc along the solutions of (20), one obtains

V̇c = uT (ż + cz)− żT (Da − cM)ż − czTKaz. (33)

Now define V0 as in (32) with c = 0, resulting in

V̇0 ≤ uT ż − λd ‖ż‖22 (34)

from which the OSP property can be immediately
concluded. �

Remark 3: Note that due to the OSP property, if h̃ = 03N ,
the origin is stable according to [42, Lemma 6.6]. However,
asymptotic stability of the origin can generally not be shown
since, due to the unknown dynamics of the object and envi-
ronment, the system is not necessarily zero-state observable
according to [42, Definition 6.5]. However, due to the intercon-
nection properties of passive systems, it is still possible to show
that z̈l, żl → 0 and thus zl converges to a constant value z∗

l ,
depending on the object grasped and the environmental influence
via the interaction force h as[

z∗
c

z∗
r

]
=

[
K−1

c hc

K−1
e hr

]
. (35)

Based on the passivity properties we can provide the following
performance bounds in terms of the resulting L2 gain.

Corollary 1: Let Assumption 1 and the conditions of The-
orem 1 hold. Then the coupled manipulator dynamics (20) are
L2 stable with

‖ż‖L2
≤ γ1

∥∥∥h̃
∥∥∥
L2

+ αż (36)

Authorized licensed use limited to: Technische Universitaet Muenchen. Downloaded on March 16,2020 at 17:04:47 UTC from IEEE Xplore.  Restrictions apply. 

CONFIDENTIAL. Limited circulation. For review only.

Manuscript 3134 submitted to 2020 IEEE/RSJ International Conference
on Intelligent Robots and Systems. Received May 24, 2020.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE TRANSACTIONS ON ROBOTICS

‖z‖L2
≤ γ2 ‖h‖L2

+ γ3

∥∥∥h̃
∥∥∥
L2

+ αz (37)

where αż, αz are positive scalars and

γ1 =
1

λd
, γ2 =

1

λk
, γ3 =

1

λk
+

√
(1 + λd)λm

λd

√
λk

. (38)

Proof: The first bound (36) follows directly from the OSP
property [42, Lemma 6.5]. Regarding (37) define V1 as in (32)
with c = λd

λm
. The derivative of V1 + Ve can be obtained as

V̇1 + V̇e ≤ λd

λm
uTz + h̃

T
ż − λdλk

λm
‖z‖22 (39)

≤ 1

2λd

∥∥∥h̃
∥∥∥
2

2
+

λd

2
‖ż‖22 −

λdλk

2λm
‖z‖22 +

λd

2λmλk
‖u‖22 (40)

where the second line follows from Young’s inequality. Integrat-
ing above inequality and solving for ‖z‖L2

and substituting (36),
results in

‖z‖L2
≤
(√

(1 + λd)λm

λd

√
λk

+
1

λk

)∥∥∥h̃
∥∥∥
L2

+
1

λk
‖h‖L2

(41)

+

√
2

λm

λdλk
(V0(0) + V1(0) + Ve(0)). (42)

�
Remark 4: As shown in [41] the passivity properties and with

that the performance bounds directly transfer to the cooperative
and relative subspaces, considering the modified parameters.

By inspecting (29), the strength of the proposed control law
becomes evident; the matrices Ks

k and Ds
k do not need to be

positive definite in order to tune the effective relative parameters
Ke and De in (27). The restriction (29) is solely to guarantee
positive definiteness of the resulting effective parameters. In
addition, Corollary 1 highlights the importance of the individual
parameters when it comes to disturbance rejection, which will
be discussed in Section III-D.

Remark 5: For the sake of exposition only translational mo-
tion of the agents is considered in this article. The focus is
on the additional flexibility to achieve the two control goals of
object transfer and grasp maintenance independently by adding
the synchronization control. The extension to full pose control,
including orientations of the end-effector, can be achieved by
employing a passivity-based pose synchronization framework
like, e.g., [43].

C. Trajectory Generation

The desired trajectory xd can be obtained by individually
designing a trajectory for the cooperative and relative behavior,
considering the individual task requirements, and inverting (9).
For the cooperative motion the desired trajectory xd

c is simply
given by the desired motion of the object center. For the relative
behavior the set-point xd

r can be chosen to achieve a desired
grasping force. This, however, is only possible with precise
knowledge of the object model, as shown in the following
example.

Example 1: Generally, the total force h at the end-effectors
can be written as summation of forces due to interaction with

the object ho and forces due to other external influences he.
Assume the object can be approximated by springs with stiffness
Ko between the grasping points, such that the resulting force
at the ith end-effector is obtained as the sum of the individual
springs as

ho
i = Ko

N∑

j=1

(xj − xi + rij) (43)

where rij = ri − rj = const is the displacement between the
ith and jth grasping point ri and rj in the undeformed state. In
compact form we can write

ho = KL(r − x) (44)

where the object stiffness is given as

KL =

⎡

⎢⎢⎢⎢⎣

(N − 1) −1 . . . −1

−1 (N − 1) . . . −1
...

. . .
...

. . . −1 −1 (N − 1)

⎤

⎥⎥⎥⎥⎦
⊗Ko. (45)

Note that the structure ofKL in (45) is that of a Laplacian matrix
with the same null-space properties, and as a result, only the
relative behavior of the system is affected. Assume that the object
is in free motion and no disturbance is present, i.e.,he = h̃ = 0.
It can be shown that in this case, the system converges to the
equilibrium point

[
x∗
c

x∗
r

]
=

[
xd
c

(Ke +KL,r)
−1(Kex

d
r +KL,rNr)

]
(46)

leading to the grasping force

ho
r = KL,r(Ke +KL,r)

−1Ke(Nr − xd
r) (47)

at steady state, where KL,r is the object stiffness, transformed
into the relative subspace as (15). We can now solve (47) for xd

r

in order to obtain the set point to achieve a desired grasp force
hd
r as

xd
r = Nr −K−1

e (Ke +KL,r)K
−1
L,rh

d
r . (48)

The major drawback of choosing xd
r in such a way is that

precise knowledge of the object is required; in the above example
this would be the object stiffness Ko as well as the geometric
parameter r. As a result, modeling errors can lead to deteriorated
grasping forces hr, which are amplified by the relative stiffness
Ke. Alternatively, a constant desired force can be achieved by
setting the relative stiffnessKe = 0 and simply applying the de-
sired force as feed-forward term. Assuming no other influences,
i.e., he = h̃ = 0, it can be easily verified that the desired force
is tracked. However, since the relative behavior is not directly
controlled as in centralized approaches, we can merely influence
Ke via the synchronization term hs. In conclusion, generally
low relative stiffness is desired in order to increase performance
in the grasping task.

Remark 6: With the proposed strategy the desired trajectory
is obtained by the individual design in the respective subspaces
and inverting the second equation of (9). As a result, knowledge
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of the desired trajectory is given as central information. In this
work, we assume that the task is known beforehand and that the
trajectory can be generated prior to task execution and locally
stored with each agent. Whenever this is not possible, e.g., in a
teleoperation scenario, distributed estimation algorithms can be
used to recover the information at every agent [3].

D. Guidelines for Controller Design

This section provides guidelines on how to chose the in-
dividual parameters in order to exploit the presented results.
Based on (46) and an exact environment model, it may be
possible to compute a set-point xd to achieve perfect force
tracking. Alternatively, in the case of an unknown environment,
low stiffness is desired in order to achieve good force tracking.
By recalling the two goals for cooperative manipulation, force
tracking is often of higher priority for the relative task, while
for the cooperative task accurate motion tracking is often of
higher priority. In this scenario a low relative stiffness Ke and a
high cooperative stiffness Kc are desired. This is in agreement
with the general rule of thumb for choosing the impedance
parameters, such that the manipulator impedance is proportional
to the environment admittance in order to optimize the weighted
velocity-force error [35]. With the proposed control law, the
different task characteristics for grasping and tracking can be
taken into consideration by choosing high local stiffness K and
negative weights Ks for the synchronization. In order to avoid
oscillations due to the second-order dynamics, while avoiding
over-damped behavior resulting in a slower response time of the
system, typically critically damped behavior is desired. For the
impedance dynamics (4) this can be achieved with a suitable
choice of the damping matrix as

D = 2(MK)
1
2 . (49)

With the proposed control law, the weights Ks have to be taken
into account. This implies that by lowering the effective relative
stiffness Ke with negative weights Ks, the damping has to be
reduced by choosing appropriate weights Ds. Additionally, in
a cooperative manipulation task not only the impedance param-
eters but also the object properties should be taken into account
for the damping design. Consider again the object model (44).
The effective relative stiffness at the end-effectors is increased
to Ke + (N †)TKLN

†, while the cooperative stiffness Kc is
not affected, which should be considered in the damping design
by increasing the relative damping De to a critically damping
according to (49). As a second object property, the object inertia
should be considered as motivated in the following.

Example 2: Assume a rigid object modeled as a simple point
mass Mo ∈ R3×3, where the center of mass is located at the
geometrical center of the grasping points. Since the object is
rigid, the resulting forces at the center of mass are obtained as
the sum of the forces at the grasping points and thus

ho
c = Moẍc. (50)

In this case, the effective inertia for the cooperative task M c +
Mo is increased and thus the damping Dc for the cooperative

behavior should be increased toward the critical damping ac-
cording to (49) in order to achieve a smooth transition.

Finally, the systems ability to reject disturbances has to be con-
sidered when choosing the impedance parameters. As apparent
from Corollary 1, the effect of the disturbance h̃ can be reduced
by increasing the damping and stiffness parameters Ka,Da.
However, recall that, while for the cooperative behavior high
stiffness is desired, for the relative behavior low stiffness is
desired to deal with model uncertainties. As a result, increas-
ing both Ka and Da results in better disturbance attenuation
but negatively impacts the systems in regarding relative force
tracking and convergence time.

In conclusion, we can see that the communication between
agents allows us to shape the behaviors in the cooperative
and relative subspaces independently. As a consequence, the
behaviors can be tuned in order to meet the different performance
requirements of the trajectory tracking and grasp maintenance
task. Without the synchronization term (19), the parameters
for the respective behaviors are coupled and defined via the
impedance parameters M ,D,K in (4) and an independent
design is not possible.

E. Effect of Communication Topology

The connectivity between the agents, characterized by the
reduced Laplacian L∗, plays an important role for the error
synchronization. Note that, opposed to typical consensus or
formation control problems, in our case the connectivity does
not only influence the convergence speed but more importantly
the grasping force via the modified effective stiffness Ke and
damping De. For the sake of exposition, we will make some
simplifications for the following discussion. First, we assume
isotropic homogeneous parameters Ks

k = κsI3 for all edges
k ∈ E and Ki = κI3 for all agents i, where κs, κ ∈ R. This
allows us to write

LK = κsL∗ ⊗ I3, K = κIN ⊗ I3. (51)

Due to the properties of the Kronecker product, above equations
are equal and decoupled for all spatial dimensions, and we focus
the discussion on the one dimensional case as

LK = κsL∗, K = κIN . (52)

Finally, in the following we only discuss the effect of the com-
munication topology on the effective stiffness Ke, but it should
be noted that the results hold true for the effective damping
De as well. As previously stated uncertainties in the object
properties can lead to undesired interaction forces, which are
amplified by the effective end-effector stiffness Ke. Recall that
Ke = (N †)T (K +LK)N †. The spectrum of LK is given by
the eigenvalues of L∗ multiplied by κs, which implies that
the stiffness along the direction of the ith eigenvector of L∗

is modified as κ+ κsλi(L
∗). As a result, the eigenvalues and

eigenvectors of L∗ give important insights into the resulting
relative stiffness.

Example 3: We illustrate the effect of the communication
topology with the three different graphs in Fig. 1 in a sim-
ulation. Four agents modeled by (4), with M = I3N×3N ,
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Fig. 1. Different examples for the communication topology. (a) Cross.
(b) Circle. (c) Complete.

Fig. 2. Relative force error ‖h̃d
r‖2 for the case where no communication is

present and where communication is present with a cross, circle, and complete
topology, respectively.

D = 20I3N×3N ,K = 100I3N×3N cooperatively manipulate
a rigid object. The synchronization input (19) is used with
Ks = −20I3N×3N and Ds = 0|E|×|E|. The initial positions of
the agents define a square around the object and the desired force
is given as 10N toward the object center. The set point for the
desired relative behavior is obtained by by letting KL,r → ∞
in (48). However, we assume that the object geometry r is not
precisely known and approximated by r̂, resulting in kinematic
uncertainties r̃ = r − r̂ = 0.0113(N−1). The effect of the com-
munication topology will be evaluated with the relative force

error ‖h̃d

l ‖2 = ‖hd
r − hr‖2, where an index l ∈ {n, cr, ci, co}

corresponds to the results with no communication and commu-
nication with cross, circle, and complete graph, respectively.
It should be noted that independent of the communication
topology, L∗ has at least one zero eigenvalue corresponding
to the cooperative behavior and the following analysis focuses
only on the three highest eigenvalues, characterizing the relative
behavior. As depicted in Fig. 2, the relative force error is the
highest in the case where no communication is present. While
with the cross-graph in Fig. 1(a) communication amongst agents
is present, the graph is not connected and we obtain a second zero
eigenvalue λ2(L

∗) = 0, corresponding to the missing connec-
tions between the two subgraphs. This implies that the relative
stiffness can only be modified within the individual subgraphs,
resulting in the highest absolute force errors for the three com-
munication topologies. In contrast, the circle-graph in Fig. 1(b)
is connected and the relative stiffness along all directions can
be effectively reduced. However, since the graph has missing
edges between some agents, the eigenvalues of L∗ are given as
λi(L

∗) = [0, 2, 2, 4]. The two eigenvalues λ2 = λ3 = 2 corre-
spond to the relative behavior between the not directly connected
agents, while λ4 = 4 corresponds to the relative behavior of the
directly connected agents. This implies that the relative effective
stiffness between the directly connected agents can be set lower
than the relative stiffness of the agents where no direct path

exists, resulting in lower errors than for the cross graph. Finally,
for the complete-graph Fig. 1(c) the eigenvalues of L∗ are given
as λ2 = λ3 = λ4 = 4, resulting in an equally distributed relative
stiffness between all agents. This can be seen in the relative force
errors, which are the lowest for the complete-graph.

In conclusion, the effective relative stiffness does not only
depend on the parameter κs but also on the connectivity of the
underlying graph; increasing the connectivity between agents
leads to similar relative stiffnesses between individual agents and
therefore a more balanced force distribution along all directions
of the object.

IV. EVENT-TRIGGERED COMMUNICATION

With the control law developed in the last section, agents
exchange their signals zi, żi via a communication network.
Depending on the number of agents, this can lead to a variety of
negative effects like delay via network congestion and packet
dropouts, which become more serious if all agents transmit
continuously. In order to reduce the communication rate between
agents, we propose an event-triggered communication strategy.
This means that each agent i transmits its signals zi, żi only at
certain time instances tki

with ki = 0, 1, . . . to its neighbors,
which hold the information until it is updated again. We will
derive a state-dependent triggering condition f(z, ż), such that
the triggering instances tki

are chosen whenever a predefined
error ‖ei‖2 reaches a certain threshold as

tki+1 = inf{t > tki
| ‖ei‖2 = f(zi, żi)}. (53)

Note that in between two triggering instances agent i has no
information about the current state of agent j and therefore only
local information żi, zi can be incorporated to decide the next
trigger instance, resulting in a decentralized event-triggering
scheme. Often times this is circumvented by assuming addi-
tional sensors at the ith agent, which can measure the distance
zj − zi to neighboring agents (e.g., in [21] and [27]). We will
refrain from that and present a triggering mechanism, which
only depends on local information, without the necessity of ad-
ditional sensors. Also note that for such a decentralized scheme,
asynchronous triggering is natural, i.e., the triggering instants
at agent i and j are different in general. This means that the
decision of transmission is done by the respective agent itself
and the corresponding states żi, zi are transmitted to all of the
neighbors at time tki

. Finally, avoidance of Zeno behavior, where
an event is triggered infinitely often in a finite time interval, is
a common problem in event-triggered systems. In the following
we will present a Zeno free triggering condition under which the
system remains stable.

A. Triggering Condition

By defining

z̄i(t) = zi(tki
)

¯̇zi(t) = żi(tki
)

}
∀t ∈ [tki

, tki+1), ki ∈ N (54)
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Fig. 3. Scheme of the control framework. The control, synchronization, and
event-detection all work only based on local information. The “Hold” block
updates the local sample whenever an event is triggered.

as the last transmitted signal zi and żi of agent i, the synchro-
nization input in (18) changes to

h̄
s
i =

∑

j∈Ni

Ds
k(¯̇zj − ¯̇zi) +

∑

j∈Ni

Ks
k(z̄j − z̄i) (55)

which can be written in compact form as

h̄
s
= −LD

¯̇z −LK z̄ (56)

and the closed loop error dynamics are obtained as

Mz̈ +Dż +Kz +LD
¯̇z +LK z̄ = h+ h̃. (57)

The resulting block diagram of the event-triggered control
scheme can be found in Fig. 3. Define the following triggering
errors as:

z̃i = z̄i − zi (58)

˜̇zi = ¯̇zi − żi (59)

ei = vecj∈Ni
(eij) (60)

where eij = Ds
ij
˜̇zi +Ks

ij z̃i and vecj∈Ni
(eij) denotes the col-

umn vector obtained by stacking all eij , for which j ∈ Ni. We
are now ready to formulate the triggering law as

tki+1 = inf{t > tki
| ‖ei(t)‖22 = max{μ ‖żi(t)‖22 , ωi(t)}}

(61)
with

μ = δ
λ2
d

4|Ni| (62)

where 0 < δ < 1 and ωi(t) is the solution of the initial value
problem

ω̇i = −νωi, ωi(t0) = ωi0 > 0 (63)

with a scalar ν > 0. It is straightforward to show that ωi(t) >
0 ∀0 ≤ t < ∞ and limt→∞ ωi(t) = 0.

B. Triggering as Disturbance

The general goal for impedance control schemes is not to
directly control the force or motion errors but to impose a desired
dynamical behavior on the system. In order to characterize
deviations from this desired behavior, we analyze the system

with event-triggered synchronization input (56) as a disturbed
version of the system with time continuous synchronization
input (19), where the trigger-induced disturbance is given as

h̃
s
= h̄

s − hs = −LD
˜̇z −LK z̃. (64)

Before stating the corresponding stability and performance re-
sults, we provide the following upper bound on the trigger-
induced disturbance.

Lemma 2: If the triggering instances tki+1 are locally chosen
according to (61) then the trigger-induced disturbance h̃

s
is

upper bounded as
∥∥∥h̃

s
∥∥∥
2

2
≤ max{δλ2

d ‖ż‖22 , β} (65)

where β =
∑N

i=1 4|Ni|ωi.
Proof: With Young’s inequality, we can write

∥∥∥h̃
s
∥∥∥
2

2
=

N∑

i=1

(h̃
s

i )
T
∑

j∈Ni

(eij − eji) (66)

≤
N∑

i=1

∑

j∈Ni

[
1

2|Ni|
∥∥∥h̃

s

i

∥∥∥
2

2
+ |Ni|

(
‖eij‖22 + ‖eji‖22

)]
.

(67)

Note that by Assumption 2 the graph is balanced and as a result
above inequality can be further simplified as

∥∥∥h̃
s
∥∥∥
2

2
≤

N∑

i=1

∑

j∈Ni

[
1

2|Ni|
∥∥∥h̃

s

i

∥∥∥
2

2
+ 2|Ni| ‖eij‖22

]
. (68)

Solving for ‖h̃s‖22 results in

∥∥∥h̃
s
∥∥∥
2

2
≤

N∑

i=1

4|Ni| ‖ei‖22 . (69)

Considering that the triggering condition always ensures that
‖ei‖22 ≤ max{μ‖żi‖22, ωi} completes the proof. �

With this result we can immediately obtain performance
criteria for the event-triggered system similar to those of the
time-continuous system presented in Corollary 1.

Corollary 2: Consider multiple impedance-controlled ma-
nipulators with error dynamics (4) cooperatively manipulating
an object, where the additional control input hs is obtained via
the event-triggered control law (56). Let further Assumptions 1–
2 hold, the weight matrices be chosen to fulfill (29), and the
triggering instances tki+1 be locally chosen according to (61).
Then the coupled manipulator dynamics (57) are L2 stable with

‖ż‖L2
≤ γ1

1−√
δ

∥∥∥h̃
∥∥∥
L2

+ ᾱż (70)

‖z‖L2
≤ γ2 ‖h‖L2

+
γ3

1−√
δ

∥∥∥h̃
∥∥∥
L2

+ ᾱz (71)

where ᾱż, ᾱz are positive scalars.
Proof: The result is immediately obtained by substitut-

ing (65) into (36) and (37). �
Note that the L2 gain of the disturbance input h̃ is higher

for the event-triggered case compared to the time-continuous
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counterpart. As a consequence, a given disturbance h̃ can lead to
higher errors for the event-triggered system compared to its time-
continuous counterpart, resulting in deteriorated performance of
the system. This is to be expected since the triggering itself can
be seen as a disturbance acting on the system and therefore
less energy is available for stabilization of the system. Although
δ can be chosen arbitraryly close to zero, this leads to a lower
threshold for the trigger condition (61) and can thus lead to more
frequent triggering. This reveals a tradeoff between reducing the
communication between agents and the systems ability to reject
disturbances. It should be noted that synchronization and as a
result the triggering only affects the relative behavior. The coop-
erative tracking is completely unaffected by the communication
strategy. In addition, since e → 0, in the case of h̃ = 0, only the
transient behavior is affected by the triggering.

C. Passivity

We are now ready to state the main passivity result for the
distributed control law with event-triggered communication.

Theorem 2: Consider multiple impedance-controlled manip-
ulators with error dynamics (4) cooperatively manipulating an
object, where the additional control input hs is obtained via the
event-triggered control law (56). Let further Assumption 2 hold,
the weight matrices be chosen to fulfill (29), and the triggering
instances tki+1 be locally chosen according to (61). Then the
system (57) is output-strictly-passive with input–output pair
[u, ż] and passivity index

ρ∗ = (1−
√
δ)ρ. (72)

If in addition no disturbance is present, i.e., h̃ = 03N and
Assumption 1 is fulfilled, then the system is stable with
limt→∞ ż, e = 0 and inter-event times are lower bounded by

tki+1 − tki
≥ 1

τ
max{√μ ‖żi‖2 ,

√
ωi} (73)

where τ > 0 is a positive scalar.
Proof: Consider the Lyapunov candidate

W = V0 +
β2

2ν
√
δλd

. (74)

Taking the derivative along the solution of (57) one obtains

Ẇ = żT (u+ h̃
s
)− żTDż − 1√

δλd

β2 (75)

≤ żTu− λd ‖ż‖22 +‖ż‖2 max{
√
δλd ‖ż‖2 , β}−

1√
δλd

β2

(76)

≤ żTu− (1−
√
δ)λd ‖ż‖22 (77)

from which the OSP property can be concluded. In the case that
h̃ = 03N and Assumption 1 is fulfilled, we obtain

Ẇ + V̇e = −(1−
√
δ)λd ‖ż‖22 (78)

from which ż → 0 and thus e → 0 can be concluded. In ad-
dition, W is bounded, which implies that ż, z and thus ¯̇z, z̄
are bounded as well. Based on Assumption 1, h is bounded

since ż is bounded and by inspecting (57) boundedness of z̈
follows immediately. Considering the time interval [tki

, tki+1),
the derivative of ‖ei‖2 with respect to time is bounded as

d

dt
‖ei‖2 ≤ ‖ėi‖2 ≤ ‖Ds

i z̈i‖2 + ‖Ks
i żi‖2 (79)

where Ds
i = [(Ds

i1)
T . . . (Ds

i|Ni|)
T ]T and Ks

i =

[(Ks
i1)

T . . . (Ks
i|Ni|)

T ]T . Since z̈ and ż are bounded we
can conclude that there exist a τ ≥ 0, such that

d

dt
‖ei‖2 ≤ τ. (80)

Integrating both sides over [tki
, t] for any t ∈ [tki

, tki+1) yields

‖ei‖2 ≤ τ(t− tki
). (81)

Recall that an event is triggered at time tki+1 if

‖ei‖2 = max{√μ ‖żi‖2 ,
√
ωi} ≤ τ(tki+1 − tki

) (82)

resulting in the bound (73). �
Remark 7: Note that the discussion in Remark 3 still holds

since ‖e‖2 → 03N . Thus the event-triggered system has the
same steady-state properties as the time-continuous one. Con-
sequently, merely the transient behavior and the disturbance
attenuation properties are influenced by the triggering.

The proposed triggering condition can be interpreted from
an energetic point of view. Without the triggering, energy is
dissipated by the system via the damping term λdż as stated in
Theorem 1. The triggering condition uses this excess of energy to
render the system stable under the discontinuous trigger-induced
errors z̃, ˜̇z. The proportion of the energy sacrificed for this
stabilization process to the energy dissipated can be set with
the triggering parameter δ. As a result, the amount of com-
munication between agents can be reduced while guaranteeing
stability of the system. However, as mentioned previously, this
comes with the cost of a lower passivity index ρ∗, negatively
impacting the performance in terms of the resulting L2-gain of
the system. In conclusion, there is a tradeoff between the amount
of communication between agents and the tracking capabilities
of the system.

D. Effect of the Communication Topology

The communication topology, characterized by the graph
Laplacian L∗, has various effects on the behavior of the trig-
gering and therefore on the performance. As observable from
the triggering condition (61), a higher number of neighbors |Ni|
for agent i leads to a lower threshold on the triggering error ei.
As a direct consequence, the lower bound on the interevent times
in (73) is reduced, which can lead to more frequent triggering.
While in the previous discussion a lower triggering threshold
also implies a reduced upper bound on the trigger-induced
disturbance, this is not necessarily the case anymore when the
threshold is lowered due to a high number of neighbors. By
inspection of (65) it can be seen that β includes the terms |Ni|
and can therefore negatively affect the upper-bound on the event-
triggered disturbance‖h̃s‖2. Even in the case that δλ2

d‖ż‖22 ≤ β,
no improvement of the bound can be obtained. This is to be
expected since a denser topology introduces more transmissions
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and with that triggering has a higher negative impact. It should
be noted that the resulting passivity index ρ∗ of the event-
triggered system, and with that the systems robustness against
disturbances h̃, does not depend on the number of neighbors
and is thus unaffected by the choice of the communication
topology. We can thus conclude that the negative effects of
the event-triggering in the sense of the number of events and
the trigger-induced disturbance are amplified with an increasing
number of neighbors per agent. However, recalling the results
in Section III-E, generally a densely connected communication
topology is desired in order to achieve an equally distributed
impedance behavior. As a consequence, similar to the previous
discussion, a tradeoff between the desired impedance and trig-
gering behavior has to be considered.

E. Guidelines for Controller Design

The general design for the impedance parameters M ,D,K
and the parameters for the synchronization controller Ds,Ks

mainly follows the ideas discussed in Section III-D. The main
difference is that high synchronization parameters Ds and Ks

lead to a higher triggering error e, which can result in more
frequent triggering. If communication needs to be reduced then
low parametersDs andKs are desirable, again highlighting the
tradeoff between the number of events and the resulting behavior.
The triggering parameter δ directly shapes the triggering thresh-
old (61); higher δ leads to a higher triggering threshold resulting
in a lower number of events but increases the trigger-induced
disturbance. The choice of parameters for designing (63) de-
pends on the task characteristics. As an example, the decay rate
ν and initial state ωi0 should be chosen with the task duration in
mind so as to avoid dense triggering during the task, while not
affecting the convergence time of the system by having high ωi

at the end of the task. In addition, the communication topology
and all other parameters have to be considered. Generally, if an
effect previously discussed is expected to lead to dense triggering
this can be compensated with an appropriate design of the ωi

dynamics. However, doing so comes with the cost of worse
performance in the relative subtask.

V. SIMULATIONS

In this section the results are illustrated by simulating four ma-
nipulators cooperatively manipulating an object. The manipula-
tors are implemented via (4), with (19) for the time-continuous
and (56) for the event-triggered case. The effect of different
communication topologies on the results are illustrated with the
three basic communication graphs presented in Section III-E,
as well as the case of no communication. The contact with a
flexible object is modeled via a spring as in (44). We assume that
the object stiffness is unknown and apply the desired forces as
feed-forward term. The synchronization parameters are chosen
negative definite to bring the relative stiffness close to zero
as mentioned in Section III-C. All the following results are
obtained via Monte-Carlo-simulation over 50 measurements
with randomized parameters θr ∈ {r,hd

r ,x
d
c ,Ko}, the range

of which can be found on the left in Table I and the parameters
for the controller θc ∈ {M ,D,K,Ds} can be found on the

TABLE I
RANGES OF RANDOMIZE PARAMETERS USED FOR ALL SIMULATIONS

(LEFT) AND CONTROLLER PARAMETERS (RIGHT)

right in Table I. For the event-triggered controller, we chose
δ = 0.9 and the dynamics in (63) with ν = −10 and ωi0 = 0.5,
for all agents i. The sampling time for the simulation is 0.0005 s
and the duration of each measurement is 1 s.

A. Evaluation Criteria

In the following an index l ∈ {n, cr, ci, co} for any sig-
nal, corresponding to the signal obtained by simulation where
no communication is present (n) or where communication is
present with a cross (cr), circle (ci), or complete (co) graph,
respectively. As mentioned in the previous sections, employing
the event-triggered controller, a compromise between the task
performance and triggering performance has to be considered.
The task performance relates to the achievement of the two goals
of cooperative manipulation; cooperative tracking characterized
by the cooperative tracking error ‖zl‖2 = ‖zc‖2 and grasp
maintenance characterized by the normalized relative force

error defined as h̃d
l = ‖hr−hd

r‖2
‖hd

r‖2 . The triggering performance
is evaluated based on the average number of events and the
minimum interevent time tmin. All criteria are averaged over
the 50 measurements except for the minimum interevent time
tmin, which corresponds to the minimum of all trials. As a result,
in the case where dense triggering with tmin < 0.0005 s occurs,
this information is not lost due to averaging and can be seen in
the results with tmin = 0.0005 s.

B. Results

The effect of the communication on the relative force error h̃d
l

is depicted in the top of Fig. 4. The dashed lines correspond to the
relative force error for the time-continuous controller, while the
solid lines correspond to the force error for the event-triggered
controller. As expected, the relative force error decreases for
lower synchronization parameters as well as denser commu-
nication topologies, independent of the sampling strategy. This
confirms the previous discussion that low parameters are desired
in order to achieve good performance in the force tracking task.
Recall that the trigger-induced disturbance converges to zero,
resulting in neglectable force errors after 1s of simulation. As
a result, the difference in the depicted force error characterizes
merely the transient phase, with maximum deviations obtained
at the lowest simulated stiffness Ks = −250I3|E|, implying
slower convergence of the event-triggered controller. Fig. 5
confirms that the cooperative behavior is not affected by the error
synchronization; neither the triggering nor the communication
topology affects the cooperative tracking error, which asymp-
totically converges to zero independent of the type of controller
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Fig. 4. From top to bottom; normalized relative force errors ‖h̃d
l ‖L2

of the
time-continuous controller (dashed) compared to the event-triggered controller
(solid). Average number of events and minimum interevent times of the event-
triggered controller. All results are presented for the cross (blue), circle (red)
and complete (green) communication graphs and different stiffness values.

Fig. 5. Cooperative tracking error independent of the communication topology
and sampling strategy.

used. As discussed in Section IV-D, it can be seen in the middle
and bottom plot of Fig. 4 that the triggering performance in terms
of the average number of events as well as minimum interevent
times decreases for denser communication topologies. Simi-
larly, by increasing the synchronization parameters ‖Ks‖2 the
triggering performance decreases. This is to be expected, since
increasing absolute parameters ‖Ks‖2 leads to higher triggering
errors ‖e‖2. It should be noted that similar results regarding
the triggering performance can be obtained for positive definite
Ks. As a conclusion, the triggering performance, in terms of
the average number of events and minimum interevent times,
decreases for denser communication topologies as well as high
absolute parameters ‖Ks‖2. Similar results can be obtained
for ‖Ds‖2, but are excluded due to space limitations. In total
the average transmission rate can be reduced to less than 1%,
compared to a periodic sampling scheme with the same sampling
rate of 0.0005 s. In addition, a clear tradeoff can be observed in
terms of task performance and triggering performance. While

Fig. 6. Experimental setup consisting of two KUKA LWR 4+ with wrist
mounted JR3 force-torque sensors. The world frame is marked in blue.

low relative stiffness and with that high absolute synchronization
parameters ‖Ks‖2 and dense communication topologies are
desired to achieve good task performance, the opposite is true for
the triggering performance. Finally, since tmin > 0.0005 s for all
simulations, we can confirm that no Zeno behavior occurs.

VI. EXPERIMENTS

In this section the performance of the proposed event-
triggered controller is experimentally evaluated. Similar as in
the previous section, we first analyze the achievement of the
two goals of cooperative manipulation and afterwards discuss
the triggering-behavior. Finally, we analyze the effect of the
object compliance on the triggering behavior.

A. Experimental Setup

The setup used for the experimental validation is shown in
Fig. 6. As a proof of concept two seven degree-of-freedom
KUKA LWR 4+ manipulators cooperatively grasp and ma-
nipulate a cardboard box. The individual impedance dynam-
ics (4) are obtained by a position-based impedance approach
with parameters Ki = 500I3,Di = 150I3,M i = 10I3 and
Ks

i = −100I3,D
s
i = 03×3, ∀i ∈ {1, 2} for the synchroniza-

tion controller (56). We chose the parameters for the triggering
condition (61) as δ = 0.9, η = 0.5 and the dynamics in (63) with
ν = −0.01 and ωi0 = 0.1. The frequency of the data acquisi-
tion and controller update is 1 kHz. The forces acting at the
end-effectors are measured by wrist-mounted JR3 force-torque
sensors. The task is divided into two phases.

1) The object is grasped by applying a relative desired ve-
locity of 0.02 ms−1 until the desired set point is reached,
which is chosen by assuming a rigid object withKo → ∞
in (48) such as to achieve a grasping force of 60N .

2) After a waiting period of 3 s, a cooperative desired ve-
locity is given as a sine with amplitude of 0.1 ms−1 and
frequency of 1

16 Hz and 1
8 Hz along the y and z-axis respec-

tively, which corresponds to a typical pick and place task
as illustrated in Fig. 7.
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Fig. 7. Desired relative trajectory xd
r,y along the y-axis (blue) and desired

cooperative trajectory xd
c along the y (red) and z−axis (green), respectively.

All signals are with respect to the initial configuration.

Fig. 8. Task performance during the grasping and manipulation phase. Rela-
tive force error ‖h̃d

l ‖2 (top) and cooperative tracking error ‖zc‖2 (bottom) for
the case where no communication is present (n, blue), communication is present
with an periodic (p, red) and event-triggered (t, green) sampling strategy. In
order to compare the results, the no communication case is shifted to align the
manipulation phases.

The relative forces are be obtained as hr = h1 − h2 and we

define the relative force error as h̃
d

l = hr − hd
r , where an index

l ∈ {n, p, t} corresponds to the case where no communication
(n) is present or communication is present with a periodic (p)
or event-triggered (t) strategy.

B. Task Performance

The norm of the relative forces for the event-triggered con-
troller during the grasp and manipulation phases are depicted in
Fig. 8 on the top. During grasping, both manipulators approach
the object, leading to a decreasing relative force error. Once
the object is grasped, the relative force error stays roughly
constant at ‖h̃d

t ‖2 ≈ 7N. Compared to the relative force error
without synchronization controller with ‖h̃d

n‖2 ≈ 10.9N, the
benefit of the communication can be observed with a reduction
in the relative force error of approximately 35%. Between the
event-triggered and periodic sampling approach no significant
difference can be observed, with ‖h̃d

p‖2 ≈ 6.8N. Merely in the
grasping stage the effect of the triggering can be seen due to
the steps in the relative force error. The norm of the cooperative
tracking error is depicted in Fig. 8 on the top. It can be seen that
during the grasping phase minor deviations occur. Those errors

Fig. 9. Triggering behavior during the grasping and manipulation phase. From
top to bottom; event-times for both manipulators, triggering threshold (blue) and
error (red) for the first manipulator, event-triggered signal z̄1 (solid) compared
to the time-continuous counterpart z1 (dashed) for the first manipulator along
the x (blue), y (red), and z-axis (green), respectively.

are due to a slight misalignment of the end-effectors with the
object, as well as errors in the measured forces. At the start of
the manipulation phase, the error suddenly increases due to the
object gravity, which is considered a disturbance to the system.
The peak at around 15 s comes from the contact of the object and
environment. However, by comparing the cooperative tracking
error ‖zc‖2 for the controller without synchronization to the
controller with synchronization and periodic and event-triggered
communication strategy, it can be seen that all controllers per-
form similarly. Minor deviations in the observations can be
explained by disturbances to the system and do not imply a
systematic difference between the controllers.

C. Triggering Performance

The triggering behavior of the system is illustrated in Fig. 9.
During the manipulation phase, the position error z increases
fast since kinetic energy is converted to potential energy in the
virtual spring, resulting in high error velocities ż. As a conse-
quence, the triggering threshold in (61) increases and higher
triggering-errors ‖ei‖2 are tolerated, resulting in an average
of one transmission per second for both manipulators during
the grasping phase. During the manipulation phase, only minor
errors are introduced in the system since only the object dynam-
ics act as an external force on the manipulators. Consequently,
the tracking error stays relatively constant, resulting in a low
threshold, which would lead to dense triggering. However, by
choosing a suitable time-dependent threshold ωi(t), minor trig-
gering errors are tolerated and the transmission rate is lowered
to 0.56 and 0.50 transmissions per second, for the left and right
manipulator, respectively. It should be noted that ωi(t) avoids
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Fig. 10. Average (blue) and minimum (red) interevent times for the foam
block, the cardboard box and the wood block.

unnecessary triggering in free motion, where the tracking error
varies slowly. In contrast, during contact with the environment,
the manipulators cannot track the desired motion and an event
is triggered as it can be seen at the times around 15 and 23 s. In
total with an average interevent time of 1.43 and 1.54 s, leading
to 16 and 15 transmissions for the left and right manipulator,
the load on the communication network is drastically reduced
to less than 1% compared to a periodic sampling strategy. In
addition, with minimum interevent times of 0.32 and 0.65 s for
the left and right manipulator, the exclusion of Zeno behavior is
confirmed.

D. Influence of Object Compliance

In order to see the influence of the object compliance on the
proposed control scheme, in addition to the cardboard box, we
perform experiments with a soft foam block as well as a rigid
wood block. The control parameters are the same as in the first
experiment, while the desired force is adjusted to 20N for the
foam and 70N for the wood block to account for the different
object masses. The triggering is analyzed based on the average
number of events tavg

l , where an index l ∈ {f, c, w} corresponds
to measurements with the foam, cardboard, and wood object,
respectively. We restrict the analysis to the grasping stage since
triggering in the manipulations stage is mostly influenced by
noise and the dynamics of ω as seen previously. In addition,
since the duration for the grasping stage varies for the different
objects, a performance criterion independent of the duration is
desired, which is given by the average interevent time instead
of the total number of events. As observable from the results in
Fig. 10, a more compliant object leads to less frequent triggering
with tavg

f = 0.85 s, tavg
c = 0.72 s, and tavg

w = 0.65 s. In addition,
it can be seen from the minimum interevent times that no Zeno
behavior occurs. From the force error during the grasping stage
in Fig. 11 for the wood and foam block for the different com-
munication strategies, it becomes evident that all the previous
results still hold, in the sense that due to communication the
relative force error is reduced by roughly 14% and 30% for
the wood and foam block, respectively. More importantly, the
system does not show any oscillatory behavior during all exper-
iments conducted. This is especially remarkable for the wood
block since interaction tasks with rigid environments typically
pose severe requirements on the sampling time of the control
law. We hypothesize that this is due to the fact that our proposed
approach adapts the communication instances online in order to

Fig. 11. Relative force error ‖h̃d
l ‖2 during the grasping phase for the wood

(top) and foam (bottom) block for the case where no communication is present
(n, blue), communication is present with an periodic (p, red) and event-triggered
(t, green) sampling strategy. In order to compare the results, the no communi-
cation case is shifted to align the end of the grasping stage.

maintain the OSP characteristics of the time-continuous system,
which are known to imply robustness.

VII. CONCLUSION

In this article, a novel distributed cooperative manipulation
approach is presented, which allows for more flexibility in the
control design compared to a decentralized impedance scheme,
while avoiding a vulnerable centralized control structure. The
approach was analyzed by splitting the resulting dynamics into
a cooperative and relative subspace, directly corresponding to
the tracking and grasp maintenance goals of cooperative ma-
nipulation. In order to reduce the load on the communication
network, an event-triggered communication strategy was em-
ployed, maintaining the most important properties of output-
strictly passive systems which are critical for interaction tasks.
The effect of different communication topologies and controller
parameters was analyzed in simulations and experimental eval-
uation on two KUKA LWR 4+ manipulators. It is demonstrated
that the communication rate is drastically reduced, while main-
taining a good performance with individually set impedance
goals for the tracking and grasp maintenance tasks.
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