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Abstract— In exercise and rehabilitation, to effec-
tively train the human body, human motion trajec-
tory is essential because it induces muscle activity
patterns. In this paper, we develop a novel framework
for the trajectory optimization of human postures,
including the head, the limbs, and the body to induce
patterns of target muscle activities. Our framework
has the following features: 1) a data-driven muscle-
skeleton model for managing user-specific features; 2)
quaternion-based state representation amenable for
IMU sensors in human posture measurement; 3) joint
optimization of human postures to replicate therapists
who adjust not only paralyzed limbs but also patient’s
other limbs and body postures. We experimentally
investigated the effectiveness of our framework with
a shoulder joint assistive exoskeleton robot for reha-
bilitation.

I. Introduction
Many people worldwide are exercising to combat

widespread lifestyle-related diseases. For the elderly,
moderate exercise can extend their healthy life ex-
pectancy and improve their quality of life. Exercise is
essential because it can effectively train human move-
ments that induce the patterns of target muscle activi-
ties, such as types of weight training. Rehabilitation to
improve physical abilities shares the same motivation.
Many previous studies are based on the standardized
muscle-skeleton model for modeling between muscle ac-
tivation and human motion [1], [2], [3], [4]. Some studies
[3], [4] used a muscle-skeleton model as a joint torque
estimator from electromyography (EMG). Exoskeleton-
assist control was also developed [2] to induce target
muscles using the muscle-skeleton model. J. Ueda et al.
verified this controller by implementing an elbow joint
exoskeleton robot in healthy participants.

Although such standardized muscle-skeleton models
may be appropriate for healthy people, they might not
fit the elderly and the disabled who need assistance
from others or robots. In rehabilitation, the physical
characteristics of stroke victims and spinal cord sufferers
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Fig. 1. Proposed concept for rehabilitation scenarios: Trajectory
optimizer generates reference posture trajectories to induce desired
muscle activation patterns. User tracks the optimized trajectory
using visual feedback. User posture is measured by IMU sensors.

are different from healthy persons. Our previous studies
focused on the rehabilitation of stroke patients with
a shoulder exoskeleton robot [5], [6], [7]. We analyzed
the relationship between elbow/wrist joint torque that
depends on synkinesis and therapist/robot assistance
during raising-arm motions in stroke patients [7]. Synki-
nesis denotes a patterned muscle contraction that occurs
in patients with paralysis due to neuron lesions. For
example, elbows and wrists bend unintentionally during
arm lifting (e.g., [8]). Other clinical studies found that
stroke patients have different muscle synergy patterns
of synkinesis compared with healthy persons [9], [10],
[11], [12]. These observations suggest that a data-driven
approach to generate user-specific EMG models can be
more effective for rehabilitation patients than standard-
ized models for healthy people.

Those findings motivated us to consider the problem of
the trajectory optimization of human postures, including
the head, the limbs, and the body to induce target muscle
activation patterns for the elderly and the disabled. Our
primary and specific motivation is illustrated in Fig. 1.
After establishing a practical solution to this problem,
an assistive-rehabilitation system could be developed.
By providing visual feedback for example references and
the target trajectories of human postures, patients can
perform suitable rehabilitation to induce desired target
muscle activation patterns. Therefore, we focus on devel-
oping a novel framework of the trajectory optimization
of human postures for inducing target muscle activation
patterns with the following features:
• Data-driven muscle-skeleton model: To man-

age the user-specific characteristics of a muscle-
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Fig. 2. Block diagram of proposed method: SPGP quaternion-
to-EMG model predicts EMG activation from quaternions based
on user data. Quaternion-based trajectory optimizer optimizes
quaternion trajectory to induce desired EMG activation pattern.

skeleton model, as seen in elderly and disabled per-
sons, we adopt a data-driven approach. Our model
is learned from the data collected from the user.
To reduce the burden of data collection, we use a
probabilistic model: Sparse Pseudo-input Gaussian
Processes (SPGP) [13].

• Joint optimization of limbs and body pos-
tures: In rehabilitation therapy, therapists often
adjust the patient’s posture, including he/her head,
limbs, body, and paralyzed limbs. These adjust-
ments induce target muscle activation patterns by
suppressing synkinesis since the shoulder joint is
complex and coupled with other muscles and skele-
tons in the trunk and waist. The therapist’s adjust-
ments were frequently observed in our previous work
on rehabilitation [7].

• Quaternion-based state representation: We fo-
cus on Inertia Measurement Unit (IMU) sensors to
measure user posture due to their high temporal res-
olution and accuracy, their convenient installation
and easy calibration, and their required equipment
compared with such optical-sensor based systems
as VICON or such RGB camera-based motion cap-
ture systems as VMocap [1]. Typical IMU sensors
can measure the attached frame’s posture by either
the Euler angles or the quaternion. However, Euler
angles suffer from gimbal lock [14], which denotes
when the angular velocity of the first and third axes
diverge when the angle of the second axis becomes
± 90 degrees. Since this causes a severe problem in
gradient-based optimization methods, our proposed
framework instead employs quaternion-based state
representation in both the muscle-skeleton model
and the trajectory optimization.

The remainder of this paper is structured as follows.
Section II presents our method. Section III explains our
experiments that investigated its effectiveness. Section
IV concludes this paper.

II. Method
Our proposed framework, which is the trajectory op-

timization of human postures for inducing target muscle
activation patterns, consists of i) a SPGP quaternion-
to-EMG model and ii) a quaternion-based trajectory
optimizer (Fig. 2). The SPGP quaternion-to-EMG model
is a data-driven muscle-skeleton model using SPGP
that predicts EMG activation given a human posture
represented by a quaternion amenable for IMUs. The
SPGP quaternion-to-EMG model can be learned with
data collected from the user. Its high prediction accuracy
and reasonable computation cost influence the choice of
using SPGP, which becomes essential for optimization.
Its prediction variance can be used as a confidence
measure. A quaternion-based trajectory optimizer opti-
mizes a user-specific trajectory for inducing target muscle
activation patterns using the SPGP quaternion-to-EMG
model. For generating a user-friendly and rigid quater-
nion trajectory, our formulation is equipped with SPGP
prediction variance as a cost function and a quaternion
differential equation as a constraint. We jointly optimize
the postures of the body and the limbs to replicate
therapists who adjust not only paralyzed limbs but also
the patient’s other limbs and body postures. More details
of each ingredient are given below.
A. SPGP quaternion-to-EMG model

To predict EMG signal y from set of quaternions x
measured by IMU sensors, we assume function y = f (x)+
ε, where ε ∼ N (0, σ2

0) is Gaussian observation noise. x
is composed of D IMU sensor data [q(1)T

, · · · ,q(D)T]T,
where each bit of quaternion data of one IMU sensor
is denoted by q = [qw, qx , qy, qz ]T. Next we train this
function using SPGPs with training data composed of n
pairs of the quaternion and EMG data as X = {xi}n

i=1
and y = {yi}n

i=1. Without loss of generality, we focus on
one-dimensional EMG data as output, which can be eas-
ily extended to multi-dimensional output by preparing a
set of multiple identical regression models.

In standard GP regression, the prior distribution of
function f follows GP as p(f |X) = N (f |0,K). K is
a covariance matrix whose ij element can be defined
by a kernel function as {Kxx′}ij = k(xi ,x′j), which
measures the similarity of the inputs. By taking a like-
lihood function with the training data and this prior
distribution into account in a Bayesian formulation, we
can obtain GP predictive distribution p(y∗|x∗,X,y) =
N (y∗|µ∗(x∗), σ2

∗(x∗)), which can be used as a probabilis-
tic model of function f . x∗ and y∗ are new quaternion and
EMG signal. µ∗(x∗) and σ2

∗(x∗) are the predictive mean
and the variance of the EMG signal. However, since the
calculation cost of GP prediction is O(n2) by the matrix
operations of data size n, the calculation cost becomes
large, depending on the data size.

To alleviate this problem, Sparse Pseudo-input GP
(SPGP) was proposed [13]. By using pseudo data to cre-
ate sparse input/output space, SPGP reduces calculation



costs. Given pseudo input X̄ = {x̄i}mi=1 as additional pa-
rameters, we can obtain the following modified predictive
distribution:

p(y∗|x∗,X,y, X̄) = N (y∗|µ∗(x∗), σ2
∗(x∗)), (1)

where

µ∗(x∗) = KT
x̄x∗Q

−1
m Kx̄x(Λ + σ2

0I)−1y (2)

σ2
∗(x∗) = k(x∗,x∗)−KT

x̄x∗(K
−1
x̄x̄ −Q−1

m )Kx̄x∗ + σ2
0 , (3)

where Qm = Kx̄x̄ + Kx̄x(Λ + σ2
0I)−1Kxx̄, Λ = diag(λ),

λi = k(xi,xi) − KT
x̄xi

K−1
x̄x̄Kx̄xi . See reference [13] for

details of the derivation. Since the calculation cost of
SPGP prediction becomes O(nm), it reduces the calcu-
lation cost more than with standard GPs when m < n.
We use predictive mean µ∗(x∗) and variance σ2

∗(x∗)
in the objective function of the quaternion trajectory
optimization described in the next section.

To utilize a characteristic with quaternion data con-
straints on a hyper-sphere (|q|2=1), we use the quater-
nion kernel function with the arch distance on a hyper-
sphere [15] as follows:

k(xi ,x′j) = (4)

v(0) exp
(
−1

2

D∑
l=1

v(l) arccos2(〈q(l)
i ,q′(l)

j 〉)
)
,

where

〈q,q′〉 = qwq′w + qxq′x + qyq′y + qzq′z . (5)

With a marginal likelihood maximization [16], we can
optimize the following hyperparameters: pseudo-input
X̄ and addition noise variance σ2

0 and kernel function
parameters v(0) and v(l).

B. Quaternion-based trajectory optimizer

Our trajectory optimization framework’s objective is
to generate the quaternion trajectory of human postures
to induce target muscle activation patterns when the
subject tracks optimized trajectory with visual feedback.
To this end, however, two concerns arise: 1) the feasibility
of the obtained trajectory for the user to follow and 2)
the accuracy of the SPGP model with limited training
data. If the optimized trajectory is non-smooth, users
may have difficulty tracking even with visual feedback.
Moreover, since the SPGP quaternion-to-EMG model is
data-driven, it may result in poor prediction accuracy
when the training data are insufficient.

Regarding 1), we consider the following dynamic
quaternion system [17]:

ẋ = 1
2Fq(u)x. (6)

Mapping Fq(u) is the following block diagonal matrix
Fq(u) = blockdiag(F(1)

q (u), · · · ,F(D)
q (u)), where

F(i)
q (u) =


0 −ω(i)

x −ω(i)
y −ω(i)

z

ω
(i)
x 0 ω

(i)
z −ω(i)

y

ω
(i)
y −ω(i)

z 0 ω
(i)
x

ω
(i)
z ω

(i)
y −ω(i)

x 0

 (7)

is a mapping from the quaternions to their veloc-
ities where control u = [ω(1), · · · ,ω(D)]. ω(i) =
[ω(i)

x , ω
(i)
y , ω

(i)
z ], which are the three-axis angular veloc-

ities for each quaternion vector. Using this system as a
constraint in optimization promotes a smooth quaternion
trajectory.

Regarding 2), we utilize the prediction variance of
SPGP quaternion-to-EMG model σ2

∗(x∗), since it tends
to be large, depending on the scarcity of the training
data around x∗. Therefore, we minimize the prediction
variance in optimization.

Finally, we formulate the trajectory optimization prob-
lem:

Ju = min
u0...uT

T∑
i=0

(
||µ∗(xi)− yref

i ||2 + cvσ
2
∗(xi)

)
(8)

s.t. xi+1 = xi + 1
2Fq(ui)xi∆t (9)

umin < u < umax , (10)

where yref = {yref
i }Ti=0 is the target EMGs, ∆t is the sam-

pling time, and cv is a weight coefficient. We solved this
optimization problem using Sequential Least SQuares
Programming (SLSQP) [18], which was implemented in
a Python library (Scipy.optimization.minimize).

III. Experiment
To investigate the effectiveness of our framework, we

conducted several experiments with a scenario of robotic
rehabilitation (Fig. 1). Section III-A shows our robotic
system with IMU and EMG sensors. Sections III-B and
III-C present experimental conditions and results.

A. Robot system
This section introduces our developed robot and sensor

measurement system shown in Fig. 3. We controlled
the exoskeleton robot by a 250-Hz real-time loop and
measured the EMG signals by 1000 Hz. The IMU sensor
data are sent to the robot control loop by 60 Hz. We
developed a shoulder exoskeleton robot for the rehabil-
itation of stroke patients based on clinical needs, which
include safely assisting the patients with strong force
to a lift-up human arm [5]. Our developed exoskele-
ton robot is actuated by a Pneumatic Artificial Muscle
(PAM). Since PAM has a good power-weight ratio and
a controllable stiffness range that is similar to a human
muscle, PAM provides high affinity as an actuator for
human assistance. PAM’s force, which is transferred to
the robot joint through a Bowden cable, can be controlled



Fig. 3. Real-time robot system: Real-time OS Xenomai2.7 was
installed on a real-time PC. We implemented a multi-real-time
process with different control frequencies for EMG measurement
and robot loop. EMG signals were measured by 1000 Hz, and
robot control and sensor signals were measured by 250 Hz. EMG
measurement and robot system communicated with real-time PC
using a real-time UDP transport with RTnet. Real-time PC: OS:
Ubuntu14.04 with Xenomai2.7, CPU: Intel(R) Core (TM) i3-7320.
We wirelessly connected IMU sensor (Xsens) to a receiver, and
windows PC received IMU sensor data through USB connection
(Zigbee). Windows PC streamed IMU sensor data to real-time PC
using UDP transport. Real-time PC received streaming data in
real-time robot control loop.

by changing its inner pressure. PAM’s pressure is man-
aged by a proportional control valve made by FESTO.
The shoulder joint angle can be measured by a built-
in encoder robot modular joint. The robot joint angle
is limited to 0 to 90 degrees by a mechanical stopper
for safety concerns. For raising-arm rehabilitation with a
form that is correct for a stroke patient, the only actuated
direction is the sagittal plane, and lateral rotation is
suppressed by a mechanical dumper. We used an assist
controller, which compensated for 25% of the gravity, at
a clinical site [7]. We used a calibrated angle-to-pressure
model as a robot-assistance controller. Moreover, in our
previous work [7], we set for stroke patients several gains
to desired pressures: 25%, 50%, 75%, and 90%. In this
study, since the participants are healthy, we chose the
lowest assist gain: 25%.

B. Conditions
In the experiment, we measured the subject’s posture

with two IMU sensors (D =2) and his muscle activities
with four EMG channels (S =4). Fig. 4 shows the sensor
placements. The EMG signals were low-pass filtered by
a cutoff frequency of 3 Hz and full-wave rectification.

We measured the IMU sensor and the filtered EMG
data of the ten postures shown in Fig. 5 with a 25%-
gravity-compensation assistance. The data of six basic
postures (Fig. 5(a)-(f)) were used for training the SPGP
model. The data of four combined postures (Fig. 5(g)-
(j)) were used as test data for the SPGP model and
the reference EMG activation pattern of the trajectory
optimizer. We respectively used the posture and filtered
EMG data as input and output of the target system.

Fig. 4. Sensor conditions: (a) IMU sensors were place on body and
upper limbs; (b) EMG electrodes were placed on anterior deltoid
(AD), mid deltoid (MD), biceps (BB), and trapezius (Trap).

Fig. 5. Postures: (a)-(f) six basic postures and (g)-(j) four
combined postures. User raises arm in each posture.

To obtain the EMG activation and posture data in each
posture, the participant did nine raising-arm motions in
each posture.

C. Results
We investigated the following four items to verify the

feasibility of our proposed method:
1) Effect of quaternion-based trajectory opti-

mization: We implemented our proposed system
using the quaternion and Euler angles for simulated
data and verified the advantage of the former for a
trajectory optimization problem.

2) Effect of quaternion kernel in the SPGP
quaternion-to-EMG model: We implemented a
quaternion kernel in our model to improve its pre-
diction accuracy. We compared SPGP’s prediction
accuracy with the quaternion + quaternion kernel
(Eq. 4) and the Euler angle + Gaussian kernel.

3) Quality of optimized trajectories: We im-
plemented the prediction variance in the objective



function of the trajectory optimizer to obtain fea-
sible quaternion trajectories for the user. To verify
this term, we compared the optimized quaternion
trajectories with and without the minimization
term.

4) Control performance of induced EMGs: To
verify the applicability of our proposed system for a
rehabilitation scenario, we conducted an additional
experiment (Fig. 1) using our framework. We com-
pared a user’s actually induced EMG activation
through visual-feedback trajectory tracking with
the references in the same raising-arm task.

1) Effect of quaternion for trajectory optimization:
To compare the performance of trajectory optimiza-
tion between quaternion-based and Euler angle-based
methods, we implemented a Euler angle-based optimiza-
tion framework. x is composed of D IMU sensors as
[θ(1), · · · ,θ(D)], where each Euler angle of one IMU
sensor is denoted by θ(i) = [θ(i)

x , θ
(i)
y , θ

(i)
z ]. We used

Euler dynamics xi+1 = xi + FE(xi)ui∆t instead of the
constraint of objective function (Eq. 9), block diagonal
matrix FE(x) = blockdiag(F(1)

E (x), · · · ,F(D)
E (x)), where

F(i)
E (x) =


1 sin θ(i)

x tan θ(i)
y cos θ(i)

x

0 cos θ(i)
x − sin θ(i)

x

0 sin θ(i)
x

cos θ(i)
y

cos θ(i)
x

cos θ(i)
y

 . (11)

Next we prepared simulated data. We set the Euler
angles to the EMG model as ys = 1

2{sin(θ − π
2 ) + 1}.

Model output ys included three EMGs associated (S =
3) with x-, y-, and z-axis rotation, and the input was set
as a quaternion measured from one IMU sensor (D =
1). Reference EMG trajectories for posture optimization
were set as yref

i = C{sin(θ(i)) + I}, where weight pa-
rameter C = [0.25, 0.3, 0.2] and angles θ(i) = πi

T I. We
sampled the data around the reference EMG trajectories
by adding noise that is dependent on the uniform dis-
tribution U(−0.01, 0.01) and trained the SPGP model
based on the training data. The duration and sampling
times were set as T = 24 and ∆t = 0.01. We set the
weight parameter of the objective function (Eq. 8) to
cv = 0.001 and the limitations of input umax and umin
to 200 and -200 in all the elements. We optimized the
Euler angle trajectories to minimize objective function
Eq. 8 based on the learned SPGP model.

Through the same procedure, we also trained the
SPGP model based on the quaternion data and opti-
mized the posture trajectories (quaternion) by conversion
from the quaternion to the Euler angle in each quaternion
element of all x using Eq. 12: θx

θy
θz

 =

 arctan 2(qwqx+qyqz)
q2

w−q2
x−q2

y+q2
z

arcsin[2(qwqy − qxqz)]
arctan 2(qwqz+qxqy)

q2
w+q2

x−q2
y−q2

z

 . (12)

Figure 6 compares the quaternion and Euler angle-
based optimization results. Fig. 6(a) shows that

(b) Euler angle based optimization
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Fig. 6. Comparison of optimization results between quaternion-
and Euler angle-based methods: (a) quaternion-based optimization
results. (b) Euler angle-based optimization results. Solid and dotted
lines represent model output and reference EMG. Red, blue, and
green lines show x-, y-, and z-axes of EMG output.

quaternion-based optimization follows the reference
EMG trajectories. On the other hand, the EMG output
of the y-axis in the Euler angle-based optimization of
(b) saturates around 0.5, since the Euler angle falls
to the gimbal lock (where the Euler angle of the y-
axis saturates at 90 degrees). These results suggest that
quaternion-based optimization is suitable for the posture
optimization problem.

2) Effect of quaternion kernel in the SPGP quaternion-
to-EMG model: We compared the prediction accuracy of
the SPGP quaternion-to-EMG model with the quater-
nion + quaternion kernel (Eq. 4) and the Euler an-
gle + Gaussian kernel. The IMU sensor measured the
quaternion and Euler angle data of the x-y-z spaces. We
used the Gaussian kernel with the Euclid norm as fol-
lows: k(x̄i ,xj) = v(0) exp

(
− 1

2
∑D

l=1 v(l)||x̄(l)
i − x(l)

j ||2
)

.
In the verification, we predicted the EMG activation
from the quaternion data shown in the Fig. 4. We used
six basic postures (Fig. 5(a)-(f)) as training data. We
used four combined postures (Fig. 5 (g)(j)) as test data.
Hyperparameters v(0) and v(l) of the kernel function were
selected randomly, and we predicted the EMG activation
of each posture using either the quaternion + quaternion
kernel (Eq. 4) or the Euler angle + Gaussian kernel.
We repeated this process in ten trials and calculated
the prediction error between the measured EMG and the
predicted activation. Fig. 7 shows the average error and
the standard deviation of ten trials using the quaternion
+ quaternion kernel (Eq. 4) and the Euler angle +
Gaussian kernel in the test data. We tested different
quaternion and Euler angles by t-test. Our result shows
that the quaternion + quaternion kernel (Eq. 4) sig-
nificantly improved the prediction accuracy more with
the Euler angle + Gaussian kernel, suggesting that the
quaternion kernel is suitable for our model.

Next we optimized hyperparameters v of the quater-
nion kernel using training data (Fig. 5(a)-(f)). In this
case, to reduce the computational cost, the pseudo input
is the training data that were thinned out to 1/10 at
equal intervals, and σ2

0 was set 0.0001.
Figure 8 shows the SPGP prediction results of the

test data. Table I shows the Root Mean Squared Error
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(RMSE) of the predicted and measured EMG activa-
tion. The training data can be predicted by the EMG
activation, and RMSE is small in Table I. On the other
hand, the prediction of the test data has some error, and
the prediction variance is larger with the training data,
especially the 0-50 samples when the posture is turned
body + rounded shoulder (Fig. 5(g)). Since the SPGP
outputs large prediction variance when the input data
are not included in the training data, the quaternion data
of Fig. 5(g) have different trends with six basic postures
(Fig. 5(a)-(f)). Therefore, the prediction accuracy is also
lower than the other postures. However, from these char-
acteristics, we identify the reliability of the predictions
and obtain an optimized quaternion trajectory around
the training data by minimizing the prediction variance.
In the next section, we verify this assumption.

3) Quality of optimized trajectories: To verify that
minimizing the prediction variance in the objective func-

TABLE I
RMSE between measured and predicted EMG activation in

SPGP prediction

AD MD BB Trap
Training data 0.0007 0.0003 0.0005 0.0008
Test data 0.015 0.019 0.015 0.014

TABLE II
RMSE of EMG activation and quaternion trajectories in

Figs. 9(a) and (c)

w x y z
Proposed (body) 0.02 0.04 0.03 0.2
Without variance (body) 0.06 0.08 0.09 0.09

AD MD BB Trap
Proposed (EMG) 0.004 0.004 0.007 0.004
Without variance (EMG) 0.002 0.003 0.006 0.001

tion works as a soft constraint for optimized trajectories,
we set two weight parameters of objective functions (Eq.
8): 1) cv = 5 and 2) cv = 0. cv = 0 denotes eliminating
the term that minimizes the estimated variance. We set
the limitation of input umax and umin to 20 and -20 in all
the elements. We also set the sampling time to ∆t = 0.01
and the time duration to T = 24.

Figure 9 shows the optimization results. Fig. 10 and
Table II show the RMSE between the optimized motion
and its groundtruth with and without prediction vari-
ance. Both methods follow the reference EMG activation
pattern, but the tracking performance of the proposed
method is slightly lower than the results without vari-
ance. Since weight parameter cv has a trade-off with
the tracking performance to target the EMG activation
pattern, we need to carefully tune this weight. On the
other hand, the optimized motion trajectories in Fig. 9
resemble the groundtruth quaternion trajectory. But in
the optimization result without minimizing the predic-
tion variance, Fig. 10 shows that the upper limb tra-
jectory was significantly different from the groundtruth
quaternion trajectory. The quaternion trajectory track-
ing error of the proposed method was also smaller than
the approach without prediction variance.

Those results suggest we can obtain reasonable
quaternion trajectories using our proposed optimization
method. Minimizing the prediction variance worked well
as a soft constraint of the optimized trajectory.

4) Control performance of induced EMGs: We con-
ducted an additional experiment using our framework to
verify the applicability of our proposed system for a re-
habilitation scenario (Fig. 1). We compared the induced
EMG patterns of a user by visual-feedback trajectory
tracking with the references in the same raising-arm
task. We fedback the optimized trajectories as an IMU
sensor rotation through a 3D animation screen. The IMU
sensor rotation was fedback on the same screen. The user
sees the optimized and current IMU sensor rotations.
With this feedback system, the user trained himself to
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Fig. 10. RMSEs of optimized quaternion trajectory from
groundtruth in upper limb IMU sensor with and without prediction
variance term in the cost function. This result suggests that pre-
diction variance in optimization generates user-friendly quaternion
trajectories.

TABLE III
RMSE between reference and measured quaternion

trajectories in experiment

w x y z Total
Proposed (upper limb) 0.16 0.11 0.06 0.12 0.45
Base line (upper limb) 0.1 0.09 0.05 0.01 0.25
Proposed method (body) 0.04 0.09 0.03 0.07 0.23
Base line (body) 0.12 0.12 0.14 0.09 0.47

follow the optimized motion before the experiment. We
compared the EMG activation of the optimized motion
and the normal raising-arm-motion as a baseline. We
set the EMG activation pattern of the sit shallow +
rounded shoulder (Fig. 5(j)) posture as a target. The
EMG tracking results are shown in Fig. 11. Table III
shows the RMSEs of the EMG tracking and the posture
trajectory tracking. Fig. 12 shows the tracking motion
and the base line motion.

Figure 11 shows that the user’s induced EMG activa-
tion pattern resembles the target pattern more than the

base line motion. Fig. 12 shows that the tracking result
is a motion that bends the upper body, which is similar
to the rounded-shoulder posture in Figs. 5(d) and (j).
Table III shows that the tracking error of the body in the
tracking motion is smaller than the baseline, although
the upper limb is larger than the baseline, and the total
tracking error was almost the same. However, the track-
ing motion has half the RMSE of the EMG activation
compared to the baseline. These results suggest that the
body’s posture control is vital to induce the target EMG
activation pattern.

In summary, these experimental results suggest that a
user can induce a pattern of a target muscle activation
using our proposed concept and system.

IV. Conclusion

We proposed a quaternion-based trajectory optimiza-
tion method for inducing target muscle activation pat-
terns for exercise and rehabilitation. Our experimen-
tal results suggest that our proposed method obtained
reasonable quaternion trajectories using the intended
objective function. Moreover, we conducted experiments
to verify the applicability of our proposed system for
a rehabilitation scenario and compared the measure-
ments of the EMG activation of the tracking and regular
raising-arm motions. Our experimental results show that
the user induced the target EMG activation patterns
using our proposed system. However, since the tracking
performance was insufficient, a visual feedback system is
needed to simplify following the reference trajectory.

Visualization methods of human poses using IMU and
human models have been proposed [19], [20]. In the fu-
ture with such techniques and tools, we will improve our
visual feedback system. Although our current framework
requires data collection from each user for constructing
a user-specific EMG model, this requirement could be
alleviated by extending it to a multi-user model that
combines techniques in multi-user EMG interfaces [21],
[22].
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Fig. 12. Human motion in experiment: actual motions when
tracking reference trajectory (a) and normally raised arm (b).
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