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Abstract—The Go-CHART is a four-wheel, skid-steer robot that resembles a 1:28 scale standard commercial sedan. It is equipped with an onboard sensor suite and both onboard and external computers that replicate many of the sensing and computation capabilities of a full-size autonomous vehicle. The Go-CHART can autonomously navigate a small-scale traffic testbed, responding to its sensor input with programmed controllers. Alternatively, it can be remotely driven by a user who views the testbed through the robot’s four camera feeds, which facilitates safe, controlled experiments on driver interactions with driverless vehicles. We demonstrate the Go-CHART’s ability to perform lane tracking and detection of traffic signs, traffic signals, and other Go-CHARTs in real-time, utilizing an external GPU that runs computationally intensive computer vision and deep learning algorithms.

I. INTRODUCTION

In this paper, we propose a miniature mobile robot that can emulate sensing and computation capabilities of a full-size autonomous vehicle, with the aid of an external GPU for computationally intensive tasks. The Go-CHART can also be driven remotely by a user with first-person views of the robot’s environment through video feeds from its cameras. The Go-CHART can be used to conduct studies on conditions and challenges that are likely to be experienced by real autonomous vehicles, but are too difficult to realistically replicate in a driving simulator (e.g., crash scenarios with complex vehicle dynamics and impacts on surroundings, dynamic lighting and weather conditions) and too risky to physically implement at full scale. The Go-CHART can be used to investigate interactions between human drivers and driverless vehicles; perform studies on cooperative driving strategies; and test computer vision, deep learning, and control algorithms for autonomous vehicles. It can also be used to collect a wide range of data sets in scenarios that are difficult to reproduce on full-size vehicles for training deep learning algorithms.

Deep learning and computer vision play a crucial role in controlling autonomous vehicles and are essential for the vehicle to exhibit higher levels of autonomy. However, existing miniature driving testbeds lack the capabilities to support an external GPU. In this work, our contributions include the design and development of the Go-CHART, a small four-wheel skid-steer robot that resembles a standard commercial sedan. It is equipped with an ultra-wide night vision front camera, side-view and rear-view cameras, an ultrasonic sensor, and a 2D LiDAR sensor. The Go-CHART is modular and can be upgraded with updated microcontrollers and microprocessors, as well as stereo cameras. It utilizes a system architecture that supports an external GPU capable of handling computationally intensive deep learning and machine learning algorithms. In autonomous mode, the Go-CHART is controlled by on-board Raspberry Pi computers and Teensy microcontrollers, and external computers that replicate many of the sensing and computation capabilities of a full-size AV; for example, lane tracking and object detection using deep learning algorithms. We have also developed a graphical user interface that enables a user to remotely drive the Go-CHART using a steering wheel and responsive pedals. Additionally, we have developed a small-scale testbed that resembles a U.S. driving environment, including roads, traffic lights, signs, and other miniature scenery such as trees, which not only increase the realism of the testbed for human-robot interaction experiments, but also provide feature points in the environment for performing experiments on monocular simultaneous localization and mapping (SLAM). In this paper, we experimentally demonstrate the lane-tracking, object detection, and decision-making capabilities of the Go-CHART on this testbed.

II. EXISTING PLATFORMS

The recently accelerated development of self-driving cars has motivated the need to validate controllers for these vehicles on experimental testbeds. Several full-scale testbeds with 5G-enabled infrastructure have been implemented for testing connected and autonomous vehicles, including University of Michigan’s Mcity [18], South Korea’s K-City [19], and UK’s Millbrook Proving Ground [20]. In addition, Google
has created a miniature Google Street View in tiny realistic reproductions of various international sites and cities [17].

The paper [1] includes a list of robots costing less than US $300 that were developed within the last 10 years from the date of its publication. The work proposed a small educational robot that can drive autonomously through a traffic testbed. However, the robot lacks the sensors and processing capabilities that facilitate the implementation of decentralized robot controllers and computation-intensive deep learning algorithms.

The University of Delaware Scaled Smart City [8] is a small-scale testbed that has been used to replicate real-life traffic scenarios and optimize control strategies on mobile systems. The testbed uses a Vicon motion capture system to localize and coordinate 35 vehicles simultaneously in a centralized manner.

The paper [3] proposes a traffic testbed with a fleet of miniature vehicles with Ackermann steering. The testbed supports cooperative driving studies and multi-vehicle navigation and trajectory planning. This paper includes a list of miniature robots that also use Ackermann steering. However, the robotic platform used in [3] does not incorporate vision or range sensors and lacks the processing capacity to run computationally intensive algorithms.

Several open-source and commercially available miniature autonomous vehicle robots with onboard GPUs and vision-based control have been developed in recent years. The MIT Racecar [5], MuSHR [21], and Donkey Car [23] are open-source self-driving race car platforms with a range of onboard processors and sensors. The AWS DeepRacer [22] and NVIDIA Jetbot [24] are commercially available robots with Ackermann and differential-drive steering, respectively. However, all of these platforms lack 360° camera views, and their restricted onboard processing capabilities preclude the implementation of complex deep learning techniques.

In [9], it was demonstrated that small differential-drive robots [2] can exhibit certain autonomous functions on a driving testbed such as lane tracking and traffic light detection. However, the limited onboard processing power of the robot caused delays in image processing, resulting in errors in navigation. Other differential-drive robots such as [6], [7] can also emulate particular functions of autonomous vehicles, but lack the processing power necessary for real-time navigation and object detection.

III. GO-CHART DESIGN AND CAPABILITIES

A. Mechanical design and circuit boards

Figures 2 and 3 show SolidWorks renderings of the Go-CHART, with its components labeled in the exploded view in Fig. 2. The Go-CHART is built from both off-the-shelf and custom-built components such as custom PCBs, 3D printed parts, and laser cut acrylic parts. As described in Section III-D, we use the GPU on the NVIDIA Jetson TX2 module, which costs around US $500. However, the choice of GPU is flexible, depending on the application. Table I lists the primary internal components of the robot and their costs, which total about US $264. Table II lists the external hardware components of the Go-CHART, which cost approximately US $513 in total (excluding the network router, which can be used with multiple robots).

The body of the Go-CHART is a 1:28 model of a standard commercial sedan and features a modular design, allowing for easy replacement and addition of components as necessary. The main body, labeled 3 in Fig. 2, is a single 3D-printed piece, while the remaining parts of the frame are made from laser cut acrylic.

Custom printed circuit boards (PCBs) were designed in order to densely populate all the circuitry within the limited volume of the Go-CHART. The PCBs provide several voltage levels (3.3V, 5V, and 12V) that can accommodate a wide variety of sensors, microcontrollers, and microprocessors. The PCBs have open ports for additional sensors, motor drivers, and microcontrollers as needed. Four custom PCBs were fabricated: (1) a power supply board, which includes the voltage regulators and the microcontroller board; (2) a motor driver board, which includes the motor drivers and all sensors; and (3) front and (4) back LED boards, which control the headlights, tail lights, and turn indicator lights.

B. Drive mechanism

The Go-CHART uses a four-wheel skid steering system, which is powered by four standard micro metal gear motors with a 51.45:1 gear ratio. The motors drive 32-mm-diameter wheels and have Hall effect encoders with a linear resolution of 0.163 mm/tick, enabling the Go-CHART to move at speeds between 4 cm/s and 42 cm/s. Two Adafruit TB6612 motor drivers control each motor separately, using a PD controller to limit the overshoot and dampen the oscillations in the robot’s heading angle.

<table>
<thead>
<tr>
<th>Components</th>
<th>Number of Units</th>
<th>Total Cost (US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raspberry Pi 3B</td>
<td>1</td>
<td>32</td>
</tr>
<tr>
<td>Raspberry Pi Zero</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>RPLIDAR A1 2D LiDAR</td>
<td>1</td>
<td>99</td>
</tr>
<tr>
<td>Raspberry Pi camera</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>Raspberry Pi ultra-wide angle</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>night vision camera</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Teensy 3.2</td>
<td>1</td>
<td>20</td>
</tr>
<tr>
<td>TB6612 Adafruit motor driver</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>Polulu mini motors with encoders</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>SD cards (16GB)</td>
<td>4</td>
<td>16</td>
</tr>
<tr>
<td>Miscellaneous components</td>
<td>-</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Components</th>
<th>Number of Units</th>
<th>Total Cost (US$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>External GPU (1 per robot)</td>
<td>1</td>
<td>500</td>
</tr>
<tr>
<td>LAN cables (2 ft) (1 per robot)</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Miscellaneous components (per robot)</td>
<td>-</td>
<td>10</td>
</tr>
<tr>
<td>Dual-band router (1 per ~60 robots)</td>
<td>1</td>
<td>200</td>
</tr>
</tbody>
</table>
C. Power supply

The Go-CHART has a custom-built battery pack with four 18650 batteries that deliver 7.4V at 7000 mAh, which provides enough power to drive the robot for almost an hour. The battery pack circuit is composed of four batteries, a 2S battery management system (BMS), the battery protection circuit, voltage regulators, a buck converter, fuses, and 3.5 mm barrel connectors.

D. Computational capabilities

The Go-CHART is equipped with commercially available microprocessors and microcontrollers that are supported by extensive online resources. High-level control and front-view camera video streaming are performed by one Raspberry Pi 3 Model B (RPi3B) computer (1.2 GHz quad-core ARM Cortex-A53 with 1GB LPDDR2) onboard the robot and three RPi Zero W computers (1 GHz single-core CPU, 512 MB RAM) dedicated for video streaming from the side and rear-view cameras. The RPi3B runs Ubuntu MATE with the Robot Operating System (ROS) and the OpenCV library [16] installed. The RPi Zero boards run the Raspbian OS and are upgraded with external dual band USB wireless network adapters, soldered directly to the motherboard, to enhance video streaming performance. Low-level control of actuation and sensor data processing are performed by a Teensy 3.2 microcontroller (MK20DX256VLH7 processor with ARM Cortex-M4 core running at 96 MHz with 64kB RAM), which can accommodate a large number of PWM and digital pins.

In addition to these onboard components, an external GPU is used to train and implement the neural network models for the deep learning algorithms described in Section V. The external GPU’s capacity can be varied as needed, based on the testing requirements. We used a GeForce RTX 2080 Ti GPU to train the neural network models. To keep the system low-cost and portable, we used a low-power NVIDIA Jetson TX2 module with 256-core Pascal™ GPU architecture to execute the deep learning algorithms using the trained model.

E. Communication capabilities

Experiments on cooperative driving and multi-robot control will often require ad hoc communication between pairs of Go-CHARTs. To implement this communication, the RPi3B onboard the Go-CHART can act as a Wifi router node, enabling limited-bandwidth, two-way information transfer with a nearby robot. Since this is a short-range weak signal with limited bandwidth, usage of the external GPU is not possible (higher bandwidth is required for video streaming with minimal latency), which prevents the implementation of deep learning algorithms that require the GPU. The Go-CHART can also operate independently, without communicating with other Go-CHARTs. In this case, the robot must have access to the external GPU in order to run controllers that utilize deep learning algorithms.
In addition, multiple Go-CHARTs can be connected to a common dual band router (multiple routers in the case of a large testbed environment), which are in turn connected to the same LAN network and operate at different channels between 2.4 GHz and 5 GHz so as to reduce interference between the routers and increase bandwidth to accommodate multiple video streams from the Go-CHARTs. The external Jetson TX2 GPU (one for each Go-CHART) is manually connected to the routers through the LAN to reduce wireless network traffic, and the video stream is processed on the external GPU.

F. Onboard sensors

The Go-CHART integrates a variety of vision and range sensors, shown in Fig. 4, to enable lane tracking, object detection, collision avoidance, and mapping. There are four RPi cameras (Sony IMX219 8-megapixel sensor) on the robot: one ultra-wide angle front-view camera with night vision, one camera on each side of the robot, and one rear-view camera. The front-view camera, which has a viewing angle of 160°, is mounted 9 cm above the bottom of the Go-CHART main body and is tilted downward by an angle of 30°. This placement was chosen so that the camera’s field of view contains the entirety of a 30-cm-tall traffic light when the robot is at least 20 cm from the light, so that the robot can still detect the light when it drives forward about one-third of the way into an intersection on the testbed. An HC-SR04 ultrasonic distance sensor with a range of 2–400 cm and a resolution of 0.3 cm is mounted on the front of the robot, and a 2D 360° LiDAR (RPLIDAR A1) is mounted on top. The measurements from the ultrasonic sensor and LiDAR are used to detect nearby obstacles and initiate collision avoidance maneuvers, and the LiDAR also enables 2D mapping of the local environment. In addition, the Go-CHART includes an LDR (Light Dependent Resistor) sensor for brightness correction of the front-view camera images, an IMU (Inertial Measurement Unit) with a 3D accelerometer, 3D compass, and 3D gyroscope, and Hall effect encoders on each motor for odometry.

IV. DRIVING MODES AND CONTROL ARCHITECTURE

A. Driving modes

The Go-CHART can drive in two modes: Autonomous and Remote-Control. In Autonomous mode, the robot navigates through the testbed environment without any human intervention by tracking lanes and recognizing and responding to particular objects that it detects with its sensors. In Remote-Control mode, a user remotely drives the Go-CHART around the testbed using the driving station shown in Fig. 6, which includes a Logitech G920 steering wheel with an accelerator and brake pedals. The monitor in the driving station displays the video feeds from all four cameras on the Go-CHART, providing a nearly 360° view of the environment in real-time with low latency (as low as 50 µs). The monitor also displays odometry readings, which are scaled down to mph. The deviations of the steering wheel and pedals from their neutral positions are transmitted remotely using socket communication protocol to the RPi3B onboard the Go-CHART, which controls the Teensy board to steer the robot in real-time (see next section). A demonstration of driving the Go-CHART in Remote-Control mode is shown in the supplementary video, which can also be viewed at [24].

B. Control architecture

The control architecture of the Go-CHART is illustrated in Fig. 5. The RPi3B and Teensy boards transfer information wirelessly using a two-way USB serial communication protocol. The Teensy board controls the two motor drivers, each of which drives two motors. All sensors are connected to the Teensy board, which transmits the sensor data in real-time to the RPi3B. The steering angle values obtained by the external computer, either from the lane-tracking algorithm in Autonomous mode or the steering wheel inputs in Remote-Control mode, are sent wirelessly to the RPi3B, which transmits the commands to the Teensy board to drive the motors. The RPi3B wirelessly transmits sensor data in real-time, including the camera feeds, to the external GPU for processing. The GPU runs the deep learning algorithms in Section V for lane tracking and object detection. The GPU then reports the commanded Go-CHART heading and identified objects of interest in the environment to the RPi3B for further processing. This is done by employing ROS running on the RPi3B with ROS publishers and subscribers.

V. NAVIGATION AND OBJECT IDENTIFICATION

This section describes the algorithms used by the Go-CHART for lane tracking and object detection. The outer control loop of the robot performs line and obstacle detection using techniques from the OpenCV library. The 2D LiDAR and ultrasonic sensors detect obstacles, and if an obstacle is detected, the Go-CHART stops immediately and yields until the obstacle moves away. The robot also detects lines on the ground in front of it by defining a region of interest in its front-view camera image and performing color masking and blob detection. If a line is detected, the robot moves according to the class of a detected object nearby, such as a right-only sign or a stop sign.

A. Lane tracking algorithms

The Go-CHART can use two methods for lane tracking: (1) techniques from the OpenCV library [16] that apply Gaussian blur, canny edge detection, color masking, and the Hough transform to a region of interest in the front-view camera image; or (2) end-to-end behavioral cloning (NVIDIA neural network model) [12], which imitates human driving behaviors. The second method is more computationally intensive than the first, but more robust to environmental changes if it is trained with sufficiently diverse data sets.

In the first method, each camera on the Go-CHART is initially calibrated individually to obtain its intrinsic and extrinsic parameters. In addition, LDR sensor readings are obtained to perform brightness correction, making the system robust to changing lighting conditions (particularly a change in brightness, which affects OpenCV edge detection.
techniques). The image obtained from the front-view camera is converted to gray-scale, and a Gaussian blur of kernel size 5×5 is performed on a trapezium-shaped region of interest, defined on the lower half of the image. Canny edge detection is applied to this region to detect sharp changes in adjacent pixel intensity. Following this step, the Hough transform is performed to accurately detect the boundaries of the lanes in the image, which are used to compute the steering angle required for the Go-CHART to stay within the lanes.

In the second method, a deep learning technique called end-to-end behavioral cloning (NVIDIA model) is used to perform lane tracking. The Go-CHART is remotely driven around the testbed, and the front-view camera images and corresponding steering wheel error values are recorded. The neural network is trained with these error values as inputs. Once trained, the network can replicate the same input behavior exhibited by the driver. Then, for an input camera image, the network outputs an error value that is used in the
**B. Object detection algorithms**

To enable the Go-CHART to perform real-time detection of objects in the testbed, such as other Go-CHARTs and traffic signs and signals, we tested YOLOv3 [10], Tiny YOLO [11], ResNet [15], and Faster RCNN [13]. Ultimately, YOLOv3 [10] and Tiny YOLO [11] were selected since they detected objects with high accuracy at considerably higher frame rates than the other algorithms, given limited GPU processing power (128 CUDA cores), and performed well on low-resolution live video streams with varying latency. This enabled their use for real-time object detection, which was critical for the Autonomous driving mode. Low detection rates and low identification accuracy can cause the robot to miss critical environmental features, potentially causing accidents.

VI. EXPERIMENTS

In this section, we demonstrate the capabilities of the Go-CHART on the small-scale driving testbed shown in Fig. 1 and evaluate the performance of its lane tracking and object identification algorithms.

A. Lane tracking

Demonstrations of the two lane-tracking methods described in Section V-A are shown in the supplementary video. When the Go-CHART uses the first lane-tracking method, the blue lines in the video indicate the lane sections that the robot tracks. This method performs lane tracking in real-time at 30 FPS without any latency. To implement the second lane-tracking method, the neural network was trained as described in Section V-A. Each camera image in the training data set was preprocessed as follows in order to meet the requirements of the NVIDIA neural network. First, a trapezium-shaped region of interest is defined in the image, and this region is converted to YUV color space. The trapezium image is stretched and resized into a rectangular image. Three regions of dimensions $352 \times 288$ pixels are selected from this rectangular image and then are translated by 25 pixels and rotated by $1^\circ$ with respect to each other. Around 3000 images and steering error values were collected; 80% were utilized as training data, and the remaining 20% were used as validation data. Since the available data set was limited, the images were subjected to data augmentation techniques to improve learning and significantly reduce the training loss. Using the RTX 2080 Ti GPU, the neural network required around 8 min to train per epoch. The network was trained for a total of 300 epochs. The trained model can be used to predict the Go-CHART steering angle for the given input image using the external GPU. When implemented on the Jetson TX2, the network predicts the steering angle at a rate of approximately 5-7 angle values per second for the given input image size.

B. Object detection

In order to run both the YOLOv3 and Tiny YOLO object detection algorithms, the video feed from the front-view camera (frame size $320 \times 240$ pixels) was wirelessly streamed at 30 FPS over the wireless network to the GPU on which the trained neural network model is executed to predict the object classes of interest.

To detect U.S. traffic signs and signals and other Go-CHARTs, we needed to create a custom data set of images. Both YOLOv3 and Tiny YOLO were trained on custom data by transfer learning from the pre-trained COCO data set [14], which consists of around 200,000 labeled images and around 91 different object classes. We trained the neural network on 10 custom object classes, shown at the bottom of Fig. 7: speed limit sign, stop sign, pedestrian crossing sign, traffic light sign, traffic signal (red, yellow, and green), T intersection sign, turning vehicles yield sign, and Go-CHART robot. The custom data set was collected from the front-view camera wireless video stream, stored in an external computer, and processed using techniques such as resizing...
and annotation. It is important to record the images from the wireless stream, although some images might be blurred and low-resolution, so that the network is trained to be robust to such images. This eases the strain on the network bandwidth due to video streams from multiple Go-CHARTs, and also enables the YOLO network to produce faster results. Around 300 different images per class were obtained (a total of around 3000 images), and bounding boxes were manually marked on the regions of interest in all the images with their corresponding class labels. The training took around 30 min per epoch and required at least 20 epochs to obtain accurate predictions. However, we trained for 100 epochs in order to obtain higher confidence values for the detected classes. The number of epochs required for training decreases as the number of classes and size of the training data set for each class increase.

After the model was trained, it was executed on the Jetson TX2. The model is loaded after an initial boot-up delay of up to 90 s. Once loaded, object detection is performed considerably quickly, at around 3-5 FPS for YOLOv3 and up to 18 FPS for Tiny YOLO. The major trade-off between the two algorithms is that YOLOv3 provides accurate results but requires higher GPU usage, while the opposite is true for Tiny YOLO. Table III lists the inference speeds and mAP (Mean Average Precision) of both the YOLOv3 and Tiny YOLO algorithms, tested for four image sizes with 10 input images of each size.

Figure 7 and the supplementary video show object detection results using the YOLOv3 algorithm. If one or multiple object classes of interest are present in a particular frame from the video feed, the algorithm displays the detected object class(es), the prediction accuracy for each class, and the bounding box dimension and position of the bounding box. The prediction accuracy is set at a threshold value of 40% to ignore false positives. This threshold is relatively low because the prediction accuracy can decrease significantly for blurry, low-resolution images from the camera on a moving Go-CHART. Despite this, Figure 7 and the supplementary video show that the algorithm is generally effective at identifying objects in the testbed.

The Go-CHART decides on its next action based on the

![Fig. 7. YOLOv3 object detection results for the video feed from the Go-CHART front-view camera, with bounding boxes and class confidence levels shown. The neural network was trained on the object classes given in the bottom row. Note: The traffic signal includes 3 different object classes: red, yellow and green.](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Input image size in pixels</th>
<th>Inference speed (FPS)</th>
<th>mAP (Mean Average Precision)</th>
</tr>
</thead>
<tbody>
<tr>
<td>YOLOv3</td>
<td>640 x 480</td>
<td>0.8</td>
<td>76.39</td>
</tr>
<tr>
<td></td>
<td>480 x 360</td>
<td>1.9</td>
<td>75.37</td>
</tr>
<tr>
<td></td>
<td>320 x 240</td>
<td>4.7</td>
<td>68.96</td>
</tr>
<tr>
<td></td>
<td>160 x 120</td>
<td>9.1</td>
<td>22.21</td>
</tr>
<tr>
<td>Tiny YOLO</td>
<td>640 x 480</td>
<td>8.3</td>
<td>54.62</td>
</tr>
<tr>
<td></td>
<td>480 x 360</td>
<td>12.6</td>
<td>41.72</td>
</tr>
<tr>
<td></td>
<td>320 x 240</td>
<td>18.3</td>
<td>34.38</td>
</tr>
<tr>
<td></td>
<td>160 x 120</td>
<td>19.9</td>
<td>16.79</td>
</tr>
</tbody>
</table>
VII. CONCLUSION AND FUTURE WORK

In this paper, we have presented the design, capabilities, and control architecture of the Go-CHART, a low-cost miniature robot that emulates a self-driving car. The Go-CHART can also be controlled remotely by a user who views the environment through the robot's four onboard cameras from a driving station. This capability will enable us to conduct experiments on interactions between human-driven and self-driving vehicles in a safe, controlled environment. We describe lane-tracking and object detection algorithms and demonstrate their implementation on a Go-CHART that autonomously navigates a miniature driving testbed, with its processing power augmented by an external GPU. We plan to expand the driving testbed to include additional traffic signs, dynamic lighting conditions, reconfigurable buildings, and media projections to customize the environment. We also plan to add artificial fog, which will enable us to develop algorithms for real-time defogging using only the robot’s onboard monocular cameras. In addition, we will replace the robot’s front-view camera with an RGBD camera to enable tests of real-time visual SLAM algorithms.
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