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Abstract—While automotive radars are widely used in most assisted and autonomous driving systems, only a few works were proposed to tackle the calibration problems of automotive radars with other perception sensors. One of the key calibration challenges of automotive planar radars with other sensors is the missing elevation angle in 3D space. In this paper, extrinsic calibration is accomplished based on the observation that the radar cross section (RCS) measurements have different value distributions across radar’s vertical field of view. An approach to accurately and efficiently estimate the time delay between radars and LiDARs based on spatial-temporal relationships of calibration target positions is proposed. In addition, a localization method for calibration target detection and localization in pre-built maps is proposed to tackle insufficient LiDAR measurements on calibration targets. The experimental results show the feasibility and effectiveness of the proposed Radar-LiDAR extrinsic and temporal calibration approaches.

Index Terms—Radar, LiDAR, Extrinsic Calibration, Temporal Calibration.

I. INTRODUCTION

Sensor fusion is essential and critical to enhance and ensure the performance and reliability of the machine perception modules in assisted and autonomous driving. Both offline and online calibrations are the most critical procedures for sensor fusion. There have been a number of approaches and systems for accomplishing calibration between cameras, LiDARs and IMUs [1]–[7]. While automotive mmWave radars are widely used in assisted and autonomous driving, only a few works address calibration between radars and other perception sensors [8]–[13]. In this paper, we focus on both extrinsic and temporal calibration between a planar automotive radar and a 3D LiDAR. Fig. 1 shows the test vehicle with the sensors used in this work.

One of the most challenging issues in this extrinsic calibration setting is that planar radars only offer two dimensional geometric measurements and one dimensional radial velocity measurements but a rigid transformation between the coordinate systems of the planar radar and the 3D LiDAR must be estimated. To solve this issue, Peršić et al. [12], [13] proposed to use radar echo intensities, i.e., radar cross section (RCS) values to infer the missing dimension of the planar radar in which the transformations between a radar, a LiDAR and a camera could be estimated. As their data collection process is preceded by driving a robot in front of the targets, and acquire data under the condition that the sensors and the target are both stationary, they are able to avoid the influence from the time delay between radar and LiDAR. However, temporal calibration is also essential and important for sensor fusion. Fig. 2 shows a mismatch of the radar measurements and the LiDAR measurements due to the time delay between the two sensors despite good extrinsic calibration.

Most of the recent works on temporal calibration between cameras, LiDAR or IMU are trajectory-alignment based approaches [14]–[18]. Following the same trajectory-alignment principles, we present an approach to accomplish temporal calibration between automotive radar and 3D LiDAR. While the motion and the trajectory estimation using radar are less accurate compared to cameras and IMU, a target-based approach is proposed. Due to the uncertainty of radar, rapid
motions are preferred during data collection for ensuring the time delay’s observability. Since the time delay effect would be magnified at the long range objects, the targets are placed both at short range and long range as shown in Fig. 3(b). While radar can perceive the target at long range, LiDAR is unable to detect the target owing to sparse LiDAR measurements. Hence, a target localization approach is proposed for dealing with this issue.

The contributions of this paper are that: (1) A temporal calibration procedure is proposed to estimate the time delay accurately and efficiently in which the required sensor motion is analyzed. (2) Calibration target detection and localization in pre-built maps are applied. (3) This is the first work to address both extrinsic and temporal calibration problems of automotive radar and LiDAR to the best of our knowledge.

II. ESTABLISHING CORRESPONDENCE

To calibrate radars and LiDARs, target that can induce reliable, distinguishable, and sensitive measurements from the two sensors is desirable. We adopt the same calibration target designed in [12], [13], which includes a corner reflector and a triangular styrofoam board as shown in Fig. 4. For radars, corner reflector’s reflective characteristics ensure that it is easily detected; for LiDARs, a triangular styrofoam board is used to estimate the pose of the target. Since the styrofoam material is invisible to the radar, the corner reflector is placed behind the triangular styrofoam board as shown in Fig. 4(b) in which the radar and the LiDAR can perceive the target without mutual interference. The centers of the corner reflector and the triangular styrofoam board are well aligned and assumed at the same location. Accordingly, the target centers from radar and LiDAR measurements can be estimated and used to establish correspondences.

A. Estimating the target center from the radar measurements

A radar measurement includes the range to the center $r_r$ of the object and its azimuth angle $\phi_r$, where the left superscript represents it resides at the radar frame $F_r$; the right subscript means the measurement is derived from the radar. Besides, the RCS value $\delta_r$, which represents the reflection intensity of the object, is also provided by the radar. Since the automotive radars do not provide vertical information of the object (i.e. the elevation angle is missing), for each radar measurement, there is a potential arc that the object can possibly reside in 3D space. When using radars for object detection and tracking, the projected point on the radar plane $P_r$ (of elevation angle equals 0) is often used as the position of an object. When calibrating an automotive radar with a 3D LiDAR, the missing elevation angle would cause a non-negligible estimation error on vertical components of 6 DoF transformation. Nevertheless, the vertical components such as z-translation, pitch, and roll, can still be refined by taking RCS values into account. The details will be discussed in Section III-B. In our calibration setting, targets are stationary and tracked during the data collection process. At time $t_i$ the measurement of the $k$-th target: $r\mathbf{s}_{rk}(t_i) = [r_{rk}(t_i) \ r_{\phi rk}(t_i)]$ with the RCS value $\delta_{rk}(t_i)$ can be collected for extrinsic and temporal calibration.

B. Estimating the target center from the LiDAR measurements

In contrast to radar’s sparse measurements, LiDAR can provide dense 3D point measurements. However, the LiDAR measurements could still become sparse for objects located at long range, resulting in the decrease of the accuracy in target detection and pose estimation. In this work, the target center is estimated via LiDAR localization given the target pose with respect to the pre-built map rather than detecting the target center directly. By doing so, the target center can be estimated even it is far away from the LiDAR and the overlap of FoV between radar and LiDAR is not necessary. In the data collection process, it is only necessary to ensure the targets can be perceived by radar. The approach is divided into two steps:

1) Mapping and localization: By using the scan matching algorithm, e.g., Iterative Closest Point (ICP) [19] or Normal Distribution Transform (NDT) [20], a point cloud map of the environment with multiple calibration targets is built. After localization is done, the transformation $\mathbf{T}_{m}(t_j)$ from the map frame $F_m$ to the LiDAR frame $F_l$ at time $t_j$ can be computed.

2) Estimation of the target center: The target centers at each LiDAR scan are estimated by transforming target centers from the map frame $F_m$ to the LiDAR frame $F_l$. To obtain the target centers in the map, a triangle model is defined and optimized to fit the edge points of the triangle board. In consequence, the pose of the target center is obtained. We denote the position of the $k$-th target in the map as $\mathbf{P}_{rk}$, and the target center in the LiDAR frame at
time \( t_j \) can be estimated by the following equation:

\[
l_{plk}(t_j) = l_{Tm}(t_j) \cdot m_{plk} \tag{1}
\]

C. Correspondence establishment

In order to associate the data from the two sensors, the target centers from the LiDAR measurements are transformed into the radar frame by an initial approximate transformation \( T_j \). Since different parameterization choices would cause different uncertainty on the refined parameters as elaborated in [13], the recommended parameterization is adopted. The transformation \( T_j \) from \( F_1 \) to \( F_r \) includes two parts: \([ t_1, l_{Tm}(t_j), \Theta_r \], \) where \( t_1 = [t_x, t_y, t_z] \) and \( \Theta_r = [\theta_z, \theta_y, \theta_x] \) denote the translation part from \( F_1 \) to \( F_r \), and rotation part from \( F_r \) to \( F_t \). The Euler angle representation is used in the rotation part \( \Theta_r \), where \( \theta_z, \theta_y, \theta_x \) are yaw, pitch and roll, and the rotation matrix is given by:

\[
R(\Theta_r) = R_z(\theta_z)R_y(\theta_y)R_z(\theta_x) \tag{2}
\]

The target center \( l_{plk}(t_j) \) estimated from the LiDAR measurements is transformed to the radar frame as \( r_{plk}(t_j) \):

\[
r_{plk}(t_j) = r_{T1} l_{plk}(t_j) \tag{3}
\]

The radar measurements near \( r_{plk}(t_j) \) within a predefined distance threshold are checked and the closest one is chosen as the target center estimation from radar. As a result, the radar-LiDAR correspondence is established. As the target centers from the radar measurements are described in the spherical coordinate system, \( r_{plk}(t_j) \) is converted to the representation in spherical coordinate as \( r_{slk}(t_j) = [r_{rk}(t_j), \phi_{lk}(t_j), \psi_{lk}(t_j)] \) for reprojection process in Section III-A and temporal calibration in Section IV. In addition, since the timestamps of radar measurements and LiDAR measurements are discrete and different, linear interpolation [21] is used to keep the correspondences built in the same timestamps. It should be noted that uncertainties in the map and the localization module could degrade the performance of target localization. The accuracy of the map and the localization approaches should be analyzed and could be further improved to obtain better calibration results. Once the correspondences between Radar and LiDAR measurements are established, extrinsic and temporal calibration could be accomplished using these correspondences.

III. EXTRINSIC CALIBRATION

In this work, it is assumed that intrinsic calibrations of radar and LiDAR are achieved by the manufacturers, so we only need to focus on extrinsic and temporal calibration between radar and LiDAR. Following the work [12], [13], the extrinsic calibration can be formulated as a two-stage optimization problem including reprojection error optimization and RCS error optimization. In the reprojection error optimization, our method follows [12], [13]. Regarding the RCS error optimization, [13] represents the RCS-elevation dependence as a second-order polynomial and optimizes the squared distance between the measured RCS and expected RCS.

Our method proposes to use subsets of the correspondences along the elevation central and boundary planes that are determined with RCS values to optimize the squared distance between transformed LiDAR data and the corresponding plane. The details will be described in this section.

A. Reprojection Error Optimization

For readability, the reprojection error optimization is briefly described. In this stage, the current estimated extrinsic parameters are represented as a six-degree-of-freedom (DoF) parameter set \( c_p = [t_1, \Theta_r] \). Accordingly, the LiDAR data \( r_{slk}(t_j) = [r_{rk}(t_j), \phi_{lk}(t_j), \psi_{lk}(t_j)] \) for each correspondence can be obtained, and projected into the radar plane by ignoring the elevation angle \( \psi_{lk} \). Therefore, the reprojection error term is defined as the distance between projected LiDAR data and radar data on the radar plane in which \( r_{psi}(t_j) = r_{psi}(t_i) = 0 \) :

\[
\epsilon_{ik}(c_p) = \|p_r - p_i\| \tag{4}
\]

where

\[
p_r = \left[ r_{rk}(t_i) \cos(\phi_{lk}(t_i)) \right, \left. r_{rk}(t_i) \sin(\phi_{lk}(t_i)) \right]_N \text{ and } p_l = \left[ r_{lk}(t_i) \cos(\phi_{lk}(t_i)) \right, \left. r_{lk}(t_i) \sin(\phi_{lk}(t_i)) \right]_N
\]

The calibration parameters \( c_p \) are obtained by minimizing the cost function using the Levenberg-Marquardt (LM) algorithm implemented by the Ceres Solver [22]:

\[
\hat{c}_p = \arg\min_{c_p} \sum_{i=0}^{N-1} \sum_{k=0}^{K-1} \epsilon_{ik}^2, \tag{5}
\]

where the cost function is the sum of the square of reprojection error across \( N \times K \) correspondences.

B. RCS Error Optimization

Once reprojection error optimization is completed, the six calibration parameters are estimated. However, \( t_z, \theta_y, \theta_x \) would have higher uncertainty comparing with other parameters since the elevation angle is neglected in the projection process. Consequently, these three parameters are refined using RCS measurements.

The distribution of the RCS measurements \( \delta_r \)'s across 3D space has the following characteristics:

1) The radar measurements which are closer to the radar plane (i.e., elevation angle equals to 0 degree) usually have higher RCS values.
2) As the distance between the target and the radar plane is getting larger, the RCS value decreases and usually reaches its minimum at the boundary of radar’s vertical FoV.

Based on the characteristics of RCS measurements, the key assumptions are made in this work:

1) Correspondences with higher \( \delta_r \) should be closer to the radar plane \( P_r \) (of elevation angle \( \psi = 0 \)).
2) Correspondences with lower \( \delta_r \) should be closer to the boundary of the radar’s vertical FoV, i.e., upper boundary plane \( P_U \) and lower boundary plane \( P_D \).
which are determined by the specification of the radar hardware.

Following the assumptions, the correspondences with higher and lower δ's are chosen to refine the 3-DoF parameter set \( c_{rcs} = [t_i \theta_i \theta_{i}] \). Let \( \delta_V \) and \( \delta_W \) be the subset of all correspondences with the highest V% and lowest W% RCS measurement values, respectively. The RCS error term is defined as follows:

\[
\varepsilon_{ik} = \begin{cases} 
  d_1, & \text{if } \delta_{rk}(t_i) \in \delta_V \\
  d_2, & \text{if } \delta_{rk}(t_i) \in \delta_W \\
  0, & \text{otherwise}
\end{cases}
\]

(6)

where

\[
d_1 = \text{dist}(\hat{r}_{pk}(t_i), P_r),
\]

\[
d_2 = \min\{\text{dist}(\hat{r}_{pk}(t_i), P_U), \text{dist}(\hat{r}_{pk}(t_i), P_D)\}.
\]

The cost function is defined as the sum of squares of RCS error from \( N \times K \) correspondences and the 3-DoF parameter set is obtained by minimizing the cost function using the Ceres Solver [22]:

\[
c_{rcs}^{*} = \arg \min_{c_{rcs}} \left( \sum_{i=0}^{N-1} \sum_{k=0}^{K-1} \varepsilon_{ik}^2 \right)
\]

(7)

IV. TEMPORAL CALIBRATION

In this work, the time delay between radar and LiDAR is assumed to be a constant time \( \Delta t \) and temporal calibration can be represented as an estimation problem of the time delay between radar and LiDAR. We estimate this time delay using spatial-temporal relationships of target measurements. As the uncertainty of radar measurements would affect the estimation on the time delay, we argue that sufficient motions on the sensor system are required in this section.

A. Time Delay Estimation

Since the time delay is a one-dimensional parameter, sufficient features in one dimension would be good for the optimization. Thus, aligning the azimuth angle of the target measurements from radar and LiDAR would be sufficient for estimating the time delay. Specifically, the azimuth error term is defined as follows:

\[
\varepsilon_k(t_i) = |\hat{\varphi}_{rk}(t_i) - \varphi_{lk}(t_i - \delta t)|,
\]

(8)

where \( \hat{\varphi}_{rk}(t_i) \) is the azimuth angle of the target from radar measurements, and \( \varphi_{lk}(t_i - \delta t) \) is the azimuth angle of the target from LiDAR measurements which is transformed into the radar frame by Eq. (3). \( \delta t \) is the estimated value of \( \Delta t \). Since \( \varphi_{lk}(t) \) is discrete, the intermediate poses are computed using spherical linear interpolation (SLERP).

The time delay is estimated by minimizing the cost function using the Levenberg-Marquardt (LM) algorithm implemented by the Ceres Solver [22]:

\[
\delta \hat{t} = \arg \min_{\delta t} \left( \sum_{i=0}^{N-1} \sum_{k=0}^{K-1} \varepsilon_k^2(t_i) \right),
\]

(9)

where the cost function is defined as the sum of squares of azimuth error from \( N \times K \) correspondences.

Fig. 5. Comparison of LiDAR measurements before and after LiDAR measurement rectification. (a) The LiDAR scans the same wall twice. The are mismatched wall segments. (b) After rectification, the mismatched problem is resolved.

B. Motion Generation and LiDAR Measurement Rectification

To assess the required sensor motion for temporal calibration, we analyze whether the time delay estimation error would be influenced by the motion. The azimuth error term is rewritten as follows

\[
\varepsilon_k(t_i) = |\hat{\varphi}_{rk}(t_i) - \varphi_{lk}(t_i - \delta t)|
\]

(10)

\[
= |\hat{\varphi}_{rk}(t_i) - \varphi_{rk}(t_i - \delta t) + \varphi_{rk}(t_i - \delta t) - \varphi_{lk}(t_i - \Delta t) - \omega_{lk}(t_i - \Delta t) \cdot (\delta t - \Delta t)|
\]

(12)

\[
= |\hat{\varphi}_{rk}(t_i) - \varphi_{lk}(t_i - \Delta t) - \omega_{lk}(t_i - \Delta t) \cdot (\delta t - \Delta t)|
\]

(13)

where \( \hat{\varphi}_{rk}(t_i) \) is the radar measurement on the azimuth angle without uncertainty, \( \varphi_{rk}(t_i) \) is the uncertainty of the radar measurement on the azimuth angle, and the motion \( \omega_{lk}(t_i) \) (i.e., angular velocity) is equal to the derivative of \( \varphi_{lk}(t_i) \). Comparing to radar uncertainty, we assume LiDAR uncertainty is small enough to be neglected. Thus, Eq. (11) could be derived and \( \varphi_{rk}(t_i) \) is defined as the LiDAR measurement on the azimuth angle without uncertainty. Suppose \( \delta t \) is close to \( \Delta t \), the linear approximation of \( \varphi_{rk}(t_i - \delta t) \) can be used in Eq. (12). By definition, \( \hat{\varphi}_{rk}(t_i) \) equals \( \varphi_{rk}(t_i - \Delta t) \) and the terms can cancel out each other. According to Eq. (13), the time delay estimation error \( (\delta t - \Delta t) \) could be written as \( \omega_{lk}(t_i - \Delta t) \) which illustrating \( (\delta t - \Delta t) \) is inversely proportional to \( \omega_{lk}(t_i - \Delta t) \). When the \( \omega_{lk}(t_i - \Delta t) \) becomes larger, the time delay estimation error would be reduced.

According to the analysis above, rapid motion can both reduce the time delay estimation error. Thus, we propose to generate motions by moving the sensor system including radar and LiDAR while the targets are stationary. However, LiDAR rectification would be necessary if LiDAR is moved...
rapidly. A rectification approach is applied in which the ego-motion is estimated by pairwise scan matching and the transformation of every LiDAR point is estimated by interpolation under an assumption that the motion between two scans is constant and stable. Fig. 5 shows that the LiDAR measurement errors are significantly reduced and the accuracy of localization is also improved.

Once temporal calibration is accomplished, the timestamps of radar measurements in Section III are revised, and the errors caused by the time delay are reduced by iteratively performing extrinsic calibration and temporal calibrations.

V. EXPERIMENTS

In this section, the experiment setups and results of extrinsic and temporal calibration are described in details.

A. Experiment Setups

A sensor rack equipped with a Velodyne HDL-32E 3D-LiDAR and three Delphi ESR V9.21.15 radars is placed on the top of the vehicle as shown in Fig. 1. The LiDAR frequency is 10 Hz and the radar frequency is 20 Hz. The experiments were conducted in open space as shown in Fig. 3. As Velodyne LiDAR is used in this experiment, it is possible to configure the cut angle to cut the continuous data stream to form the point cloud. The cut angle is set to be 360 degree since LiDAR measurements from all directions are preferred for LiDAR localization. The calibration target is a corner reflector with a triangular styrofoam board fixed in front. The center of the reflector and the styrofoam board are aligned as shown in Fig. 4. A plastic tube and a plastic base are used as the target stand since plastic materials reflect back signals with weaker radar echo intensity compared with corner reflector. Therefore, performing RCS thresholding is used to avoid misinterpreting the target stand for the actual target.

In the data collection process, the software is run on Robot Operating System (ROS), and the timestamps of all sensor measurements are generated by the computer’s system clock. The additional delays from communication, the operating system and ROS could occur. We assume those delays are summed to be a constant and the uses of the timestamps from sensor clocks to further improve temporal calibration performance would be our future work.

1) Extrinsic Calibration Data Collection Procedures:
To ensure the accuracy of extrinsic calibration, the targets are placed at 7 different heights and adjusted to point towards radar at the beginning. To alleviate the effort in data collection, the data were collected continuously by driving the vehicle away from the targets up to 10 m in different moving directions as shown in Fig. 3(a). As radar’s azimuth accuracy would induce larger reprojection error at long-range and would cause more uncertainty on x-translation and y-translation, the calibration targets were not located more than 10 m away. While the calibration performance depends on the quality of RCS measurements, the extrinsic calibration results following the proposed data collection procedures show its effectiveness in Section V-B as the collected data still follows the RCS distribution rules. In addition, the vehicle was driven slowly to reduce the influence of the time delay between the radars and the LiDAR and the error caused by the time delay can be further compensated via the proposed temporal calibration procedures.

2) Temporal Calibration Data Collection Procedures:
Two calibration targets were placed at 9.44 meter and 20.12 meter away from the sensor system as shown in Fig. 3(b). As the radar and LiDAR were mounted firmly on the sensor rack, sufficient motions can be easily generated by moving the sensor rack directly.

To assess the motion required for temporal calibration, two simulations are performed. In the simulations, the data were generated based on the specifications of radar and LiDAR, and our experiment setup. Both simulations were run 1000 times. In the first simulation, the target trajectories were generated by different angular velocities of the sensor rack in a fixed time period, 30 seconds. In the second simulation, the target trajectories were generated by different time periods
with a fixed angular velocity, 0.3 rad/s. Fig. 6 and Fig. 7 show that higher angular velocity and longer time period would reduce the time delay estimation error in which our inference in Sec. IV-B is confirmed. According to the simulation result, we kept the angular velocity over one radian per second. The time for data collection is around 30 seconds. The motion of the sensor rack was generated by that two people hold each side of the sensor rack and rotate the sensor rack as stable and rapid as possible. For obtaining the motion ground truth and improving motion generation, a mechanical device such as a vehicle turntable would be a more desirable choice.

B. Results

1) Extrinsic Calibration Results: In order to verify the performance of the estimated extrinsic calibration parameters, three analyses were conducted.

First, the two-stage optimization is accomplished and the calibration results for reprojection error optimization $c_p$, RCS error optimization $c_{rcs}$, carefully tape measured translation $\hat{r}t_l$ are listed below:

- $c_p = [0.16 \, m, \, 0.11 \, m, \, 0.07 \, m, \, 35.1^\circ, \, -0.4^\circ, \, -5.0^\circ]$
- $c_{rcs} = [0.26 \, m, \, 2.6^\circ, \, -0.6^\circ]$
- $\hat{r}t_l = [0.15 \, m, \, 0.1 \, m, \, 0.27 \, m]$

We can observe that there are slight differences between estimated parameters in translation and tape measurements. The differences could originate from the imprecision in tape measurements and the limits of accuracy in radar measurement ($\pm 0.25 \, m$ for range accuracy; $\pm 1^\circ$ for azimuth accuracy [23]). After reprojection error optimization, the average reprojection error, i.e., the average Euclidean distance between radar data and projected LiDAR data is about 0.074 m, which is below the range accuracy of Delphi radar.

Second, to examine the RCS distribution in radar’s vertical FoV, LiDAR measurements are transformed into the radar frame by applying the estimated extrinsic parameters. The spatial distribution of LiDAR data in the lateral view is plotted in Fig. 8, where LiDAR measurements are colored according to the RCS values of paired radar measurements. We can observe that RCS value decreases as the distance between the target measurement and the radar plane is getting larger, and reach its minimum at the boundary planes. The boundary planes are the planes with $+4.5^\circ$ and $-4.5^\circ$ elevation angle, which are determined by the specification of Delphi radar [23]. Fig. 9 shows the relation between RCS value and the elevation angle of transformed LiDAR data. After reprojection error optimization, plenty of target measurements are still located outside radar’s vertical FoV. On the other hand, the distribution is significantly improved after RCS error optimization.

Finally, we performed Monte Carlo experiments for 1000 runs by randomly sub-sampling all the correspondences into half of the original number. Compared with other parameters, Table I shows that $t_z$, $\theta_y$, $\theta_x$ have larger variances and required to be refined in RCS error optimization. Fig. 10 presents the distribution of $t_z$, $\theta_y$, $\theta_x$ after two optimizations. After RCS error optimization, the three parameters’ variances are significantly reduced, the mean values are changed as well. The mean of $t_z$ estimation become closer to tape measured value.

For the purpose of comparison, the method suggested in [13] which resembles RCS-elevation relation as one parabola curve has been implemented, labelled as method RCS. The results of our proposed method and Method RCS are shown in Table II. While there could be no significant differences between the proposed method and Method RCS, we argue

![Fig. 8. RCS distribution across transformed LiDAR data in radar’s FoV. The LiDAR data is colored based on the RCS value of paired radar measurement. Solid line: Radar plane; Dashed line: Boundary of radar’s vertical FoV.](image)

![Fig. 9. RCS distribution with respect to the pitch angle. Correspondences with higher RCS value (above the red line) and with lower RCS value (below the purple line) are used for optimization. Green points: After reprojection error optimization; Blue points: After RCS error Optimization; Black dashed line: The boundary of vertical FoV.](image)
that the RCS distribution may not be well represented by a parabola curve based on the observations on the collected radar measurements.

2) Temporal Calibration Results: Fig. 11 shows that the time delays from three radars are around 0.16 second. After temporal calibration, the mean-square error of azimuth angle has 60% to 90% decrease. The total number of samples is around 2000 radar measurements in which the reliability of the approach is validated.

After the time delay is estimated, the timestamps of the radar measurements can be revised and be examined as shown in Fig. 13 in which the initial and modified alignments of the estimated target azimuth angles from the radars and the LiDAR are shown in which the temporal calibration performance is demonstrated. In addition, we compare radar and LiDAR measurements in the same frame to verify the effectiveness of temporal calibration. After temporal calibration, the average distance between radar data and LiDAR data decreases from 1.78 meter to 0.94 meter for the near target, and from 3.8 meter to 2.01 meter for the farther target. Fig. 12 illustrates that the radar measurements are close to LiDAR measurements after temporal calibration.

VI. CONCLUSION AND FUTURE WORK

The approaches to estimate the extrinsic parameters and the time delay between planar radars and a 3D-LiDAR have been presented. Based on the characteristics of planar radar RCS distribution in 3D space, the extrinsic parameters are estimated and used for temporal calibration. A target-based approach to estimate the time delay between planar radar and 3D LiDAR has been demonstrated and verified. To the best of our knowledge, our approach is the first one to accomplish both extrinsic and temporal calibrations of automotive radars and LiDARs.

The experiment results show there is small time delay drift for three radars. It would be our plan to perform more experiments to analyze the influence factors of time delay estimation. As sufficient motions during data collection are required for temporal calibration but these motions could make extrinsic calibration less reliable. In this work, extrinsic and temporal calibrations are not performed simultaneously. Further improvements on optimization and integration of both calibration tasks would be our future work.
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Fig. 13. Comparison of target azimuth angle alignments. The black curve is estimated by LiDAR, The red, green and blue points are estimated by the three on-board automotive radars respectively. The top row is from near target and the bottom row is from farther target. The left column shows the alignments mismatching before temporal calibration. The right column shows the azimuth angle measurements from each sensor matching together after temporal calibration.
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