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Abstract— Industrial robots contain minimal sensing capabil-
ity beyond recognition of their internal state. It is critical that an
external vision system should cover the designated robot work
space with awareness of blind spots and occlusions. This work
presents two mechanisms to handle occlusions in an external
multi-robot vision system: occlusion-aware optimal sensor posi-
tioning, and event-driven occlusion detection. When deploying
sensors to the system, various scenarios are considered during
optimization to reduce potential occlusions and increase sensor
coverage. These methods are tested on a working cell with three
industrial robot arms. The experimental results demonstrate
the effectiveness of the proposed scenario-based multi-objective
optimization for sensor positioning. Once the sensors are
deployed, occlusion detection is actively triggered prior to robot
path planning.

I. INTRODUCTION

Industrial robots are heavily used across the manufacturing
industry for their speed, accuracy and load-carrying capabil-
ities. For these reasons, however, industrial robots are often
bound to operate within caged spaces, physically separated
from human interaction and requiring technician training
to even perform routine tasks. Additionally, these robots
contain little on-board sensing for dynamic path adjustment
or recognition of an impending collision.

In circumstances where it is necessary to partially or
fully uncage the industrial robots, 2D LiDAR-based safety
scanners can be installed to ensure safe operation of the
robot. Not only can these sensors be expensive, but also
they generally require increasing the work cell footprint
to account for human motion entering the guarded space.
Additionally, elaborate scanner-field programming may be
required to operate the work space as intended. Traditionally,
scanner coverage is configured in an ad-hoc basis without
regard for minimization of potential occlusions. Any external
sensing which generates a 3D point cloud (PCD) or a 2D
image is also inevitably hindered by such occlusions.

In line with the vision of Industry 4.0 [13], facilities
are turning more toward collaborative robots and multi-
robot systems. This necessitates a more robust ability to
track and coordinate such robots while minimizing occluded
regions from movement of manipulators, material objects,
and human counterparts in the scene. An example of this
can be seen in Figure 1. In the first image, a robot is fully
captured by a two RGB-D cameras. However, as the robot
performs movements to complete a task, full coverage of the
robot is lost. To ensure coverage of robot work space for
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The robot is fully covered by two RGB-D cameras (top), and

Fig. 1.
inadequate coverage occurs after the robot moves to a different orientation
(bottom). Coverage is denoted by rainbow fill on the robot.

advanced safety and path-planning schemes, the combined
optimal deployment of sensors is critical.

In order to effectively minimize occluded regions within a
robot work space and allow for safe autonomy and collabo-
ration of industrial robots, we propose a novel framework to
handle the occlusions: occlusion-aware optimal positioning
for multi-modal sensors, coupled with event-driven occlusion
detection. When placing sensors in a defined work space, we
perform multi-scenario optimization [8] to determine optimal
placement to cover dynamic robot movements in the work
space. This is achieved via input of randomized or user-
defined robot poses, minimizing potential occlusion through
different scenarios. Once the sensors are deployed, occlusion
detection is performed during robot path planning to ensure
safety.

There have been several works in the area of work space
coverage through optimal placement of sensors to generate
accurate measurements with minimized propagated error
[91, [11], [17], [12]. These papers utilize methods such
as greedy search, dual sampling, convex optimization and
genetic algorithms with the goal of finding a global optimum
across the array of sensors in the space. In [22], the author in
particular highlights the optimized placement of light sources
in addition to the sensors themselves. However, these works
fail to consider occlusions that are dynamically changing in
the scenes. For industrial robots, when multiple robots are
presented in the work space, the occlusions change based
on the movement of each robot. Additionally, work space
is often limited and the robots perform routine tasks. Thus,
consideration of the most frequent robot poses and reduction
of occlusions for these poses would enhance the system
performance. As far as the work is concerned, this research
is the first in considering different poses with occlusion in
the area of optimal sensor positioning.

There also have been many works presented in the area
of occlusion detection and occlusion-aware dynamic object
tracking. The prior art can be categorized between the use of
2D and 3D vision systems. Several papers utilize parameters
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the target, and Haar-like features to determine occlusions
in 2D images [16], [18], [21], [2]. When using 3D data or
generating 3D reconstructions through multi-view images,
use of segmentation, transformations of image views, and
neural network approaches were employed to characterize
the occluded regions [20], [15], [14], [1], [19]. For industrial
robots, these image-based recognition methods are subject
to much higher safety standards, and ultimately not suited
for the application. Recent work [10] uses raycasting to
configure the free space and occlusions surrounded by self-
driving car, and it’s applicable for mobile robots not the
sensing from fixture.

Our framework addresses limitations in these works
through utilization of fused depth data from a multiple depth
cameras. This fused data is converted into a 2D matrix (i.e.
low-resolution depth images), which allows reduced latency
between the cameras and server. Applying the same occlu-
sion detection algorithm, we formulate multiple objective
functions considering multiple scenarios in the optimization,
and minimize occluded regions in all scenarios using multi-
objective optimization. The occlusion detection algorithm is
completely separable to each voxel, which can leverage the
computation power of GPUs.

II. OCCLUSION HANDLING FRAMEWORK

There are two aspects of occlusion handling that we aim to
address in our work. Figure 2 shows the occlusion handling
framework.
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A. Mapping of Robot Work Cell

The first step is to map the robots to various desired poses
via random generation of valid joint positions in space. For
each pose set, the mapping process generates a corresponding
PCD of the work cell from simulated RGB-D cameras
positioned around the space (Figure 2, top).

B. Optimization of Sensor Coverage

The PCDs are then used as inputs to the optimization
algorithm, with each PCD considered as a scenario. Once all
the different PCDs are obtained, the optimization algorithm
runs offline.

From the user input, the objective function utilizes the
occlusion detection algorithm presented in Section III to
establish the covered, out-of-sight, and occluded regions of
the work space. A multi-objective optimization is proposed
in Section IV maximizes the covered volume for all scenarios
(poses), and provides multiple optimal solutions. User is then
able to choose a preferred solution that fits the demands of
their work space. Running the optimization with specified
robot poses (scenarios) and commonly held poses ensures
higher coverage.

With the optimal camera positions selected from the
framework output, the user can deploy the cameras in their
physical work cell, networked to a centralized server. Once
all the sensors have been deployed and calibrated, our oc-
clusion detection algorithm can monitor and report warnings
regarding occluded regions in critical areas prior to robot
path planning.

III. OCCLUSION DETECTION

Our design of the occlusion detection algorithm focuses on
two aspects: accurate detection and event-driven capability.
For accurate detection, multiple 3D sensors such as RGB-
D or LiDAR are used, which provide depth information
with high accuracy comparing to 2D information. However,
handling PCD information from multiple sensors in real-time
can be computationally expensive. To reduce latency of the
detection algorithm, only downsampled depth images from
the camera system are required by the central server. In ad-
dition, the algorithm applies to completely separable spaces
within the multi-camera system to allow parallelization.

A. Detection Algorithm

The first step of performing detection is space configu-
ration of the given area that needs to be examined. This
process is performed through voxelization of the given space.
After this process is performed, each voxel is checked with
a downsampled depth map from each RGB-D camera to
determine if the voxel is covered by any of the cameras.
Since the depth images can be considered as ray-based, each
voxel is calculated based on the location to find if it aligns
with the specific ray from each camera. Figure 3 shows the
raycasting procedure using depth images. In the figure, the
3D green box within the camera field of view (FOV) is a
voxel within the work space. This voxel is evaluated against
the corresponding value in the downsampled depth image
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Fig. 3. Occlusion detection using raycasting: The voxel is traced to the
corresponding ray from the camera, checked against the depth matrix, and
marked accordingly.

(numerical values corresponding to distance from the cam-
era) shown at the right, and marked as one of the following
flags: [covered, occluded, out-of-sight]. These covered and
occluded voxels change as events occur in the work space
(i.e. robot movement or materials entering the cell). Out-
of-sight voxels remain the same unless the cameras are re-
positioned. This allows algorithm to only require checking
the out-of-sight voxels once upon initialization, and reduces
complexity of detection with regards to covered and occluded
voxels. The time complexity of the detection algorithm for
each voxel is O(M), where M is defined as the number of
cameras. Voxels can be run through the detection algorithm
in parallel. The detailed algorithm is shown below.

Algorithm 1 Occlusion detection algorithm

1: for each V; €V do

2 Vi < out —of — sight

3 [Xwortd s Ywortd s Zworta) = getXY Z(V;)

4 for each m < 1toM do

S: (Xeameram s Yeameram s Zeameram) = Trans form(Rum, Om, [Xortds Yworld s Zwortd))
g: [pitch, yaw] = calcualte_ray_angle([Xcameram > Yeameram » Zeameram ))
8
9

if pitch € [pitchuin, pitchimax] A yaw € [yawin, yawpay] then
[d},dy] = angle2index([pitch, yaw])

: V; + occluded
10: if Dy [d}, di] < Xcamera,, then
11: Vi + covered
12: Break
13: end if
14: end if
15: end for
16: end for

In the algorithm, V is the voxel array, R,, and O,, are the
rotation matrix and translation of m™ camera to world frame,
pitch and yaw are the angles of the ray from camera origin
to the voxel, and D,, is the downsampled depth image of
m'" camera. Line 3 calculates the location of the voxel in
world frame. Then in line 4 - line 14, the algorithm checks
whether each voxel is occluded. The outer for loop at line
1 can be run in parallel. Note that after the first run of the
algorithm, out-of-sight voxels can be removed from the set

V to further reduce the computation.

B. Depth Image Resolution

Depth image downsampling is optional, but it becomes
critical when sensors communicate information to a server
in a wireless manner. If each sensor is equipped with its own

Fig. 4. Depth images of robot work space: original (left, 480x640),
downsampled (right, 87x116)

Fig. 5. Verification of downsampled depth matrix by re-generating PCD

Fig. 6.

Occluded (left) and out-of-sight areas (right) for a single camera

processor, transmitting downsampled depth matrix highly
improves system performance. This downsampling can also
smooth the depth image to reduce sensor noise without
removing valuable information. From the experiment, Fig-
ure 4 shows the original depth image downsampled from
one camera viewing the work space.

After reducing the resolution, the maximum voxel size
within the camera sight is 2cm. From the visualization, the
downsampled depth matrix is still able to adequately capture
the surface of the robots. To further verify that information
is not lost through this process, we re-generated the PCD
using the same downsampled depth matrix shown in the
right image from Figure 4. In Figure 5, the left image is
a full resolution PCD from one RGB-D camera, and the
right image is the PCD generated from downsampled depth
matrix. When comparing re-generated PCD with the original,
though it is generated from a low-resolution depth matrix,
the surfaces of the robot are still captured. Figure 6 shows
the occluded area and out-of-sight area of a single camera
found by the occlusion detection algorithm. It also uses the
downsampled depth matrix shown in Figure 4.

IV. SCENARIO-BASED MULTI-OBJECTIVE OPTIMIZATION
FOR SENSOR POSITIONING

To generate optimal sensor poses, we perform optimiza-
tion targeting to maximize the volume covered by the 3D
sensors. In performing this optimization, the out-of-sight
volume and occluded volume are minimized. For a given
sensor position, the occluded volume is non-deterministic
and incorporates the robot’s poses to determine the volume.
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To effectively evaluate this volume, we consider multiple sets
of poses (scenarios) in the multi-robot setup, and optimize
the covered volume in all of these scenarios, resulting
in a multi-objective optimization problem. Traditionally, to
handle multiple scenarios in optimization, all scenarios are
converted into a single objective optimization problem by
aggregation such as through a weighted sum. However,
the use of a single objective optimization only provides a
single optimal solution. In the case of varied robot poses,
scenarios will conflict and the single optimal solution will not
provide a satisfactory trade-off between scenarios. Instead,
we utilize multi-objective optimization for multi-scenario
problems presented in [7], [23], [8] which provides a set of
solutions that represent different trade-offs among objectives.
From this set of solutions, a user can choose one of the
solutions based on priority and necessity with respect to the
evaluated task. Primarily, user-specified poses that might be
performed throughout the defined task are added as possible
scenarios to evaluate the quality of the solution. For example,
if user evaluates multi-robot part picking from specified bins,
the user can specify scenarios related to the picking poses
such that the optimization of sensor positioning minimizes
occlusions throughout the task performed. The user might
provide scenarios such as robot being stationed in a ready
pose, or one robot performing the part picking task while the
others have remained in a ready-state pose.

A. Multi-objective Optimization

In multi-objective optimization problems, the set of so-
lutions obtained are considered to be equally good. These
solutions, defined as non-dominated solutions or Pareto op-
timal solutions [5], provide trade-offs between objectives.

1) Problem formulation: The scenario-based multi-
objective sensor positioning problem is formulated as fol-
lows:

Maximize fi(x) = C(x, PCDy),
Maximize f>(x) = UY_,C®)(x, PCDy)
subject to  G; = 1,i € [1, N],

xmin <o < e (1, M)

(D

This is a constrained bi-objective maximization problem.
The constant G; is the coverage ratio of the critical area. The
user can add other constraints as well. The objective function
is evaluated in two possible forms:

o The covered volume of one scenario is directly assigned
to the objective function (e.g., f1).

e A set of covered volumes from multiple scenarios are
aggregated, and aggregated value is assigned to the
objective function (e.g., f2).

With a significant scenario, the first form should be used
to emphasize the scenario. For the aggregation form, we use
a worst-case aggregate function which evaluates the worst
value for all K scenarios:

£ (x) = min f (x). @)

This is by far the most widely used aggregate function in
practice. It takes the most pessimistic case and results ~over-
designed” solutions for some scenarios.

The covered volume for a given scenario (robot poses
represented as PCD) is given below. First, the depth matrix
is generated from the PCD of k' scenario for each sensor
m. With all depth matrices, the occlusion detection algorithm
finds the volume covered by sensor, and the covered ratio of
all working area is returned to calculate objective function.
This covered ratio of the given critical area is assigned to
the constraint function.

Algorithm 2 Objective and constraint function (Scenario k)

. Initialize(V)

: for each m < 1toM do

D,, <~ PCD2DepthMatrix(PCDy, Ry, Oy)

: end for

V < occlusion_detection(V,D,R, O) (see Algorithm 1)
. C < coverageRatio(V)

G « coverageRatio(Vyiticar)

: return C,G

AR i

2) NSGA-II: In this work, a fast elitist multi-objective
genetic algorithm, known as NSGA-II [3], is used for solving
the above multi-objective optimization. This method sorts
the population and preserves the good individuals while
maintaining diversity of the search. Using non-dominated
sorting and crowding distance, NSGA-II quickly converges
to the optimum front as well as maintaining the diversity
among the individuals in the front. Since NSGA-II performs
better when there are two or three objectives, we keep the
number of objectives less or equal to three.

V. EXPERIMENTS

Experimental study is carried out using a work space with
three manipulators shown in Figure 2(top two figures). The
volume of the work space evaluated is 4m x 3.35m x 2m.
First, we deployed multiple RGB-D cameras to cover the
work space that the robot arms can reach. To obtain the
PCD of different poses, we used the GAZEBO simulation
environment setup with RGB-D cameras to construct a PCD
of the scene.

For application of the multi-objective optimization, we
used 4-6 RGB-D cameras with the same specification as
the Intel Realsense D435 camera whose field of view is
[80°,587,5m] (horizontal, vertical, range) to cover the work
space. The height of camera position is fixed to 2.28m, and
the roll is set to 0. The remaining four parameters (position:
x and y, yaw and pitch) are decided by the optimization.
In testing, results from manual setup are also given as
a baseline. The camera poses for manual process are set
empirically. For the four-camera case, we put cameras at
the top four corners of the work space respectively, and
positioned the cameras toward the work space at between
30° to 45° angles. In the five-camera case, we put the fifth
camera at the center-top of the work space facing a vertically
downward direction. With the addition of the sixth camera,
we positioned the camera at the center of the edge where
two of robots are located.
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TABLE I
SOLUTIONS (CAMERA POSES) [X,Y, PITCH, YAW] AND UNCOVERED AREA IN EACH SCENARIO

Method Solutions Scenario 1 Scenario 2 Scenario 3 Random
# | Pose m % m % m % m’ %

oy S e ¢ ?8313355_]60 45 050 | 22 | 061 | 27 | 076 | 34 | 052 | 23

S Pl A
6 {8 23650 1230,]45[f’]?’[26,01f61735? 0][303?5[2’80 4’51’35;00]’] 027 | 12 | 028 | 13 | 026 | 12 | 035 | 16

4 {8:3;: 3?2 ;;3’ 4363],][’4&3)66,46.3213,448:,4?33012]0 1 019 | 08 | 031 | 14 | 033 [ 15 | 033 | 15

Semrio | 5 | (9% 010,55, 157" 11275, 083,325, 77 ] o0 P [ ea4 |06 025 | L1 | 022 | 10 | 030 | 13
Soan [ B B 054 55 s et s o oo o [0 03 [ 5
| 4| 1004 010, 54t 42 1, vt 000 d0r 138 ) 019 | 08 | 024 | 10 | 024 | 1.0 | 033 | 15
was [ R B o T e o0 o o0 om0 1
O 16 | Io13, 010, 530 s ), 146, 000, 417 36" 1 (395, 024, 20r, par | | 015 | 07 | 07 | 08 [ 047 | 07 | 027 | 12

For each fixed number of cameras, the optimization runs
independently. We used NSGA-II and single objective GA
with a population size of 40, the SBX recombination operator
[6] with p. = 0.9 and index n. = 15, and the polynomial
mutation operator [4] with p,, = 0.33 and index 1, = 20. The
algorithms are run for a maximum of [100—500] generations.

A. Optimization Setup

1) Scenarios and objectives:

a) Scenario 1: All robots in ready pose state: The
ready pose shown in Figure 2(top two figures) is the pose
which occurs most frequently. Every time a robot finishes a
task, it returns to ready-pose state. Before planning any task,
each robot moves to the ready-state and starts planning. To
emphasize this pose, we set this pose as one objective.

b) Scenario 2: One robot moves, other two are in ready
pose state: In most cases, one of the robots starts planning
and moving. Then given the status of the first robot, the other
robots plan accordingly. To initiate this scenario, we mapped
a set of poses that one robot moves to various positions,
while the other two robots are in ready-state. The objective
function uses worst-case aggregation given in Section IV,
and takes the worst value of coverage of all these poses, and
assigns it the second objective.

c) Scenario 3: All three robots move together: In this
scenarios, we set all three robots to different poses. Similar
to scenario 2, worst-case aggregated value is assigned to
objective function.

User can choose specific poses or a series of poses that
mimic the movement of robots. Also, other objects such as
table, bins, and workers can be included in the scenario. The
scenario-based optimization provides flexibility for the user
to design any scenarios including complex or corner-case
scenarios.

B. Results

In the single scenario optimization, only scenario 1 is
considered in optimization. Hence, only a single objective
is presented, and one optimal solution is found. Then, we

compared the results with the optimal solution from multi-
objective optimization using three scenarios. Table I shows
optimal solutions and calculated uncovered area for each
scenario. The best values are shown in bold font. For scenario
2 and 3, the worse-case aggregated values are shown in the
table. For multi-objective optimization, since the optimiza-
tion will output multiple solutions, the table only shows one
selected solution. For further verification, all solutions shown
in table are tested on 25 random robot poses that are not
included in the given scenarios, the average value on 25
random poses are shown in the rightmost column of the table.

1) Single scenario optimization: From the table, results
from optimization methods outperform a manual setup of
sensors in all cases. We found that manual setting generates
scattered occlusions and uncovered area. These are very
difficult to capture by human eye, and numerous adjustments
are required with no guarantee of finding optimal positions.
From the table, single objective optimization finds the best
solution for scenario 1, and performs slightly worse in the
other two scenario compared to multi-objective optimization.
However, the slight difference in the value can cause signif-
icant impact if the occluded area is in an undesired location.
Figure 7 shows the optimal solution for four-camera cases.
The left figure shows the optimal poses in scenario 1, and
the right figure shows the same positioning in scenario 2. In
the figure the blue line is the camera orientation and the red
box at the edge of each line is the camera location, and the
area in magenta color is occlusion. It shows that the optimal
positioning creates occluded area as one robot moves away
from ready-state, and the robot cannot complete its task any
further due to the occluded area in the path.

2) Multi-objective optimization with multiple scenarios:
In multi-objective optimization we use three scenarios,
and optimize all scenarios simultaneously using NSGA-IIL.
NSGA-II finds optimal front, and the user can select one of
the preferred solutions. The selected optimal solutions from
NAGA-II have a comparable performance in scenario 1, and
outperforms in scenario 2 and 3.

For random poses, the optimal solutions from NSGA-II
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Fig. 7.  The optimal solution of single scenario optimization creates
occluded area in other scenarios

Manual solution (left) and optimal solution (right) from multi-
objective optimization is tested on unexpected objects in the scene

Fig. 8.

perform better than manual positioning as well as solutions
from single scenario optimization. We also tested on unex-
pected scenario shown in Figure 8. The occlusion detection
algorithm is run on a manual positioning of the cameras (left)
and the optimal positioning of the camera from NSGA-II
(right). The scene includes unexpected objects such as human
and table, showing that the optimized positioning provides
more robust occlusion aware coverage.

C. Discussion

From the above results, it is clear that using a multi-
objective optimization method provides multiple solution
with higher coverage and less occlusions under given sce-
narios. With the optimal location and orientation of cameras,
the user can reduce the number of cameras with optimal
placement. This can significantly reduce the cost without
losing quality of coverage.

VI. CONCLUSIONS

In this paper, we presented two mechanisms to handle
occlusion for the industrial robots. Occlusion-aware optimal
sensor positioning and event-driven occlusion detection. The
occlusion-aware sensor positioning considers multiple robot
pose scenarios during the optimization and optimizes sensor
coverage throughout all scenarios. Scenario-based multi-
objective optimization was adopted to solve the problem.
Once the sensors were deployed, event-driven occlusion
detection is shown to greatly enhance the safety of the
vision system. From the experimental study, the optimal
sensor positioning can reduce the number of sensors with
high coverage under various scenarios. The work will extend
to applications in larger scale industrial environments for
dynamic multi-robot path planning and task execution.
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