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Shape reconstruction of CCD camera-based soft tactile sensors
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Abstract— CCD camera-based tactile sensors provide high-
resolution information about the deformation of soft and
elastic interfaces. However, they have poor scalibility as it
is difficult to sense a large surface area without increasing
the distance between the camera and the interface or using
multiple processing chips. For example, using such tactile
sensors for a whole robotic arm is not yet possible. In this
work, we demonstrate a data driven method that can recon-
struct the high-resolution information about deformation of
the soft interface while keeping the space requirements and
power consumption relatively low. Our modified tactile sensor
incorporates two independent sensing techniques, one low- and
one high-resolution, and we learn to map to the latter from the
former. As a low-resolution sensor, we use liquid-filled channels
that transmit the information from the location of the tactile
interaction to a rigid display, where the liquid displacements are
tracked by a CCD camera. Simultaneously, the same interaction
is measured by tracking the markers on the bottom of the sensor
using a second CCD camera. After data collection, we train
two different machine learning models to reconstruct the time
series of the high-resolution sensor. By training a convolutional
autoencoder (CAE) and attaching it to the recurrent neural
network (RNN), we demonstrate the reconstruction of high-
resolution video frames using only the time series of the low-
resolution sensor.

I. INTRODUCTION

Over the last two decades, CCD camera-based optical
tactile sensors have gained significant traction. They are
used to detect high-resolution force distribution caused by
an external object while being low-cost [1], robust [2] and
small in size [3]. The areas of application include robotic
grasping [3], slip and edge detection [4], [5] and human-
machine interaction [6], [7]. Several camera-based sensors
have been developed simultaneously by different research
groups, however, their designs are fairly similar and differ
only in small details. A CCD camera-based tactile sensor
consists of a soft, thin and dark interface, a CCD camera
placed at a certain distance from the interface and some
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Fig. 1: The concept of the paper. Our goal was to create a
scalable soft tactile sensor. We integrated two independent
sensing technologies in the same sensor and learned a
mapping between the two. The first one used a CCD camera
to track markers on the elastic interface and to provide high-
resolution information on the deformation of the sensor.
Simultaneously, another CCD camera-based low-resolution
sensor was used to measure fluid displacement.

kind of internal illumination. The interface consists of two-
or three-dimensional coloured markers that are tracked by
the camera. The space between the interface and the camera
is filled typically with air, but transparent gels can also be
used [8], [9]. The response of the sensor is determined by
the combined material properties of the gel and the interface.

The first camera-based soft tactile sensors was proposed
by Hristu et al. [10]. The shape and the size of this sensor
was comparable to a human finger, and it had a precisely
located 5x5 marker grid on the interface. Both the camera
and the illumination were placed inside the metal housing
and the sensor has been used for single and multi-contact
localisation. An improved version of the sensor had a finer
grid including 10x 10 markers and a pinhole to decrease the
distance between the camera and the interface [11]. One of
the limitations of the sensor was that its performance has
been significantly affected by the ambient light. Recognising
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Fig. 2: The experimental setup: (i) soft tactile interface, (ii)
rigid frame with a camera inside, (iii) coloured markers on
the bottom of the sensor, (iv) the display and (v) the camera
of the fluidic sensor, (vi) elastic interface with different
internal channel arrangement.

that this as a major issue, the GelForce sensor introduced by
Kamiyama et al. [12] had a non-transparent, dark interface
to block the ambient light. The interface had a two layer
marker grid with different colours. It has been integrated
with a robotic hand to control grasping [3]. The sensor had
light emitting diodes (LEDs) with different colours that were
precisely located in the housing of the sensor. These exposed
the soft interface from different directions and the reflection
was tracked by the camera using different colour channels
[13]. The sensor has been applied to detect object hardness
[14], texture recognition [15], [16], geometry measurement
and slip detection [17]. The markers on the sensor interface
were painted manually and this introduced measurement
error. This problem has been solved by the TacTip, a soft
robotic fingertip developed by Chorley et al. [9]. The tactile
interface had three-dimensional markers that amplified the
mechanical deformation and they were fabricated using the
same mold as the interface ensuring that the markers are
precisely positioned. A comprehensive review on the TacTip
can be found in [1].

One of the disadvantages of these sensors is that they
are difficult to scale. Currently, there are two methods for
scaling: enlarging the surface area of the interface or using
multiple cameras. A sensor with larger surface area would
require the camera to be placed at a larger distance from the
interface. This is simply not practical because this distance
is already in the centimeter range [15]. Enlarging the surface
area would require a larger distance, however, the tactile
sensors of a robot are usually placed where the space is
already limited (e.g. hands of a humanoid robot). The other
scaling method is to place multiple tactile sensors next to
each other. However, this would increase the computational
power that is required to process the camera images. Both
the available space and computational power are limited in
physical robots and, for these reasons, scaling CCD camera

based tactile sensors remained an open problem.

In this paper, we present a new method that addresses
this issue. As shown in Figure 1, our sensors incorporate
two measurement techniques: the bottom layer consists of
coloured markers with a non-transparent, dark background,
whereas the top layer has liquid-filled chambers [18]. Due
to physical interaction, the interface undergoes large de-
formation and this can be measured by the two sensing
methods simultaneously. The deformation dislocates the
markers and this is tracked by a CCD camera #1, whereas
the volume change of the internal chambers displaces the
incompressible coloured liquid (red in Figure 2) that can
be tracked by another camera ((v) in Figure 2). We use
data driven approaches to reconstruct the high-resolution
sensory signals from the low-resolution data. In this work,
we present two possible neural network architectures to solve
this problem. The first one maps the time-series of the fluid
displacements of the low-resolution sensor to the time-series
of the marker positions of the high-resolution sensor. This
model is based on a long short-term memory (LSTM) type
recurrent neural network [19]. The second model maps the
time-series of the extracted features of the low-resolution
sensor to the camera images of the high-resolution sensor.
Here, a recurrent neural network is combined with a stacked
convolutional autoencoder that encodes the camera images
[20]. This way, the high-resolution deformation of the soft
tactile interface can be reconstructed using only the time
series of the low-dimensional sensor [21]. As the processing
unit of the low-resolution sensor can be placed anywhere in
the robot’s body, space constraints are not an issue.

In particular, the contributions of this paper are as follows:

e We created a new type of soft sensor by combin-
ing liquid transmission and CCD camera-based marker
tracking methods.

e We collected and processed experimental data by read-
ing both cameras simultaneously and extracting a set of
features of the video frames.

o We trained two different machine learning algorithms
that allowed us to reconstruct the high-dimensional
deformation of the elastic interface.

The remainder of this paper is as follows: In Section II,
we discuss the design of the physical system, the fabrication
processes and the data processing methods. In Section III,
we present the results of the time series and the video
frame reconstructions. Finally, in Section IV, we discuss
the challenges and future potential of this work. The entire
code and data is available on https://github.com/
gaborsoter/shape_ml.

II. SYSTEM DESIGN
A. Hardware

The experimental setup is shown in Figure 2 and con-
sists of two separate sensing techniques. The low-resolution
measurement method includes internal chambers embedded
in the soft interface filled with coloured liquid (i), a rigid
display (iv) and a CCD camera (v). Each channel is closed
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Fig. 3: The result of the image processing algorithms are
shown in (a) and (b), and the time series after feature
extraction are shown in (c¢) and (d) for only one feature of the
low-resolution and the high-resolution sensor, respectively.
The other features have similar characteristics. In case of
low-resolution sensor we measured the horizontal position
of the coloured liquid in each channel (16 green markers
shown in (a)), whereas on the frames recorded by the high-
resolution sensor the horizontal and vertical position of the
markers were measured (horizontal and vertical position of
100 markers shown in green in (b)).

at both ends, this ensures that the liquid always returns back
to its initial state and helps avoid liquid separation. The high-
resolution sensing method consists of a marker grid on the
bottom layer of the sensor and a CCD camera placed in the
box (ii). The interface was made of Ecoflex 10 (Smooth-
On) by casting. First, we fabricated the top layer with the
internal chambers using a laser cut mold. Then, we created
the bottom layer with the three-dimensional markers using
another laser cut mold. While there were no restrictions on
the material of the first mold, the second mold was laser
cut from wood to avoid thermal warping. During the casting
process a vacuum chamber was used in order to remove the

trapped air from the silicone. After curing, the end of markers
were painted with white silicone paint. Finally, silicone tubes
were glued to the elastic interface using silicone glue (Sil-
Poxy, Smooth-On). The internal chambers are closed on one
end and this makes it challenging to fill up the chambers
as traditional syringe pump-based methods do not work.
Therefore, we placed the sensor in a tank full of coloured
liquid and squeezed out the air from the chambers manually.
When the air left these chambers, the coloured liquid filled
up its space. More detail on the fabrication of sensors with
liquid transmission can be found in [18].

B. Data collection and preparation

We collected data on the interaction between a human
finger and the soft interface. The interface was fixed to the
rigid frame and we collected data on approximately 1000 in-
teractions. Before each interaction, we let the interface return
to its original shape, then pushed the interface with one finger
with an intensity chosen by the user and then released it. We
recorded the video frames of both cameras simultaneously
using the same clock. In order to extract the features from
both videos, we used a series of transformations on the video
frames. First, we cropped and rotated both videos in order to
correct for fabrication errors. Once the frames were aligned,
we applied different filters to process the video frames. For
the low-resolution, liquid transmission sensor our goal was
to find the position of the very left end of the liquid in
each channel. After grayscaling the video frames of the low-
resolution sensor we applied an adaptive threshold operator
to distinguish the red liquid from the white background.
Then, the image was split into smaller subregions that were
one pixel high and represent the individual channels. We
defined a function that iterates through the image from the
left and finds the very left black pixel—the equivalent of red
after thresholding. In the case of the high-resolution sensor
our goal was to track the horizontal and vertical position of
the markers.

The video frames of the high-resolution sensor were
blurred in order to decrease the noise caused by the reflection
of the light on the silicone layer. After this, the frames
were binary thresholded and we used morphological image
processing operations to filter out any small areas that repre-
sented either fabrication error or light reflection. OpenCV’s
contour finding algorithm was used to find the contours of
the individual markers.

III. RESULTS
A. Time series prediction

In this section we train a machine learning model that
maps the time series of the liquid displacements to the time
series of the absolute positions of the markers (see Figure 4).
The machine learning model is a three-layer deep long short-
term memory (LSTM) type of recurrent neural network. Each
hidden layer had 256 neurons, rectified linear unit (ReLU)
activation functions and a forget bias of 1.0. We trained the
network using the Adam optimiser algorithm with a learning
rate of 0.001 for 100 epochs.
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Fig. 4: (a) The architecture of the marker position prediction.
First, the one-dimensional liquid positions (left) and the two-
dimensional marker positions (right) are extracted from the
video frames generating time series data for both the low-
resolution and the high-resolution sensors. Next, these time
series are prepared to be fed into the RNN by a series
of transformation functions, such as filtering, scaling and
baseline shifting. An example for both the input and output
time series are shown in (b).

Before the training, we used a first-order Butterworth low-
pass filter with a cutoff frequency of f.=0.5 Hz on the
datasets to clean the input and output time series. The result
of the cleaning is shown in Figure 4. At each step of the
training, we used a dataset that started at a random time step
and contained the data of each liquid displacement channel
for the previous 10 time steps. The algorithm’s goal was to
minimise the root mean square error at the 11" time step
between the predicted and ground truth output time series
(absolute positions of the markers). The schematic of this
process is shown in Figure 4. On the input side, we fed the
recurrent neural network with 16 x 10 datapoints (number of
liquid channels times the time dependency parameter) and it
predicted 200 features (two-dimensional position of the 100
markers) on the output side at the next time step.

As shown in Figure 5, the algorithm was able to predict
the trend of the time series, however, some error between the
ground truth and the prediction is noticeable. This, did not
change substantially when we changed the number of layers,
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Fig. 5: The result of the time series prediction for five
illustrative markers. The recurrent neural network was able
to predict the trend of the position of the markers, however,
some error between the prediction and the ground truth is
noticeable.

their sizes, the scaling algorithm (instead of compressing the
time series into the [-1,1] range, transforming the dataset
so that is has zero mean and unit variance), or the cutoff
frequency of the filter or the optimisation algorithm.

B. Video frame reconstruction

In this section, we introduce an algorithm that learns to
map the low-resolution time series to the video frames.
Predicting video frames using the architecture shown in
Figure 4 is challenging as the output data has typically two
or three orders of magnitude higher dimensionality than the
input data. In our case, with a one channel (grayscaled) video
frame with the size of 68 x 68 pixels we have 4624 datapoints
at each time step on the output side. For this reason,
we trained a stacked convolutional autoencoder that could
encode the video frames and decrease the dimensionality of
the output data at the same time. The RNN+CAE combined
model is shown in Figure 6. First, the CAE was trained using
the first 3780 video frames to find an encoded representation
of each frame. At this point the encoded representation
of each frame was a three-dimensional array with a size
of 9x9x4 = 324. Note that many of these features were
zero and did not change over time, which made the RNN
difficult to train. For this reason, a filtering algorithm was
implemented that automatically detected these zero features
and removed them from the dataset. After removing these
features the size of the encoded representation dropped to
306. This array was used as an output of the recurrent
neural network whereas the input was the same as in the
previous section. The result of the prediction and the image
reconstruction is shown in Figure 7. Although, the RNN is
not always able to reproduce the large frequency oscillations
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the dimensionality of the video frames of the high-resolution

sensor were reduced by the stacked convolutional autoencoder. During the training we used the Adam optimiser algorithm,
100 iterations and a batch size of 50 to minimise the binary cross-entropy loss between the input and output of the CAE.
Both the encoder (a) and decoder (b) components had five hidden layers. (c) After training the CAE, the recurrent neural
network was trained using the time series of the low-dimensional sensor as input and the encoded representation of the
video frames of the high-resolution sensor as output. Last, the prediction of the RNN was fed into the decoder component

in order to reconstruct the video frames.

of the encoded features, it is able to follow the lower
frequency trend of these features. This prediction is then
fed into the decoder component of the previously trained
CAE and the video frames are reconstructed. Due to the
filtering effect of the prediction, some tactile interactions are
lost in the reconstructed video, but many the interactions are
correctly predicted.

IV. DISCUSSION

In this paper, we present a data-driven approach for scaling
CCD camera based tactile sensors. We designed, fabricated
and tested soft interfaces that incorporate two independent
measurement methods. The low-resolution sensing method
is based on fluidic displacement, whereas the high-resolution
sensor uses marker tracking in order to measure the deforma-
tion of the elastic interface. We collected data of the interac-
tion between the sensor and a human finger. We preprocessed
this data and trained two different machine learning models.
The first one used the extracted features of the liquid dis-
placement sensor as input and the two-dimensional position

of the markers on the bottom layer of the interface. In the
second architecture, the input remained the same, whereas
the output of the model was the reconstructed video frames of
the marker tracking CCD camera. Due to the dimensionality
mismatch, we used a stacked convolutional autoencoder in
order to decrease the dimensionality of the video frames
and then we used the encoded features as the output of the
recurrent neural network. This way, we could reconstruct the
high-resolution information of the tactile interface using only
the time-series of the low-resolution sensor.

In both cases we observed similar characteristics: the
algorithm was able to follow the low frequency trend of the
time series, but often failed to predict target with a small
error. One solution is to collect more data, but since the
data collection is currently a manual process, it might not
be feasible. Automating the data collection would help not
only create more data, but to create more data with higher
quality.

During the data processing it was observed that both
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Fig. 7: (a) Prediction of the encoded features. Three represen-
tative examples of the 306 non-zero time series are shown.
(b) The structure similarity index was used to quantify the
end-to-end error of the reconstruction. The original and
predicted frames are shown at t = 1.15 s and t = 3.75 s.

sensors produced drift, which caused problems during the
training of the machine learning models. This was due to the
softness of the interface as it produced a slight, permanent
deformation during the data collection. We corrected this
manually by transforming the datasets to have the same mean
and variance. There are three potential solutions for this: (1)
using a stiffer interface, (2) automating the dataset correction
by constantly measuring the mean and the variance of the
distribution and (3) using the relative -rather than absolute
- features of the sensors (i.e. the relative positions of the
markers).

The internal channels with the liquid transmission-based
sensing encode the deformation of the tactile sensor. This
means that the geometry and structure of channels have an
effect on training data and, therefore, on the learning process.
We expect to optimise the design using fewer channels while
preserving the maximum amount of information during the
interaction. This will further increase the scalability of the
CCD camera-based soft tactile interfaces and the accuracy
of our method [22].
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