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#### Abstract

The computational difficulty of planning search paths that seek to maximize a general deterministic value function increases dramatically as desired path lengths increase. Mobile search agents with limited computational resources often utilize receding horizon methods to address the path planning problem. Unfortunately, receding horizon planners may perform poorly due to myopic planning horizons. We provide methods of incorporating terminal costs in the construction of receding horizon paths that provide a theoretical lower bound on the performance of the search paths produced. The results presented in this paper are of particular value in subsea search applications. We present results from simulated subsea search missions that use real-world data acquired by an autonomous underwater vehicle during a subsea survey of Boston Harbor.


## I. Introduction

We address the problem of planning paths for mobile search agents that seek to maximize search effectiveness in finite time. We are specifically interested in situations where the search area is large enough that exhaustive search is likely not possible and the length of search paths precludes the possibility of solving for optimal paths in real time. Our work is inspired by subsea search applications where the scale of the environment is orders of magnitude larger than the search agent while the features being measured are equivalent to the size of the agent. We provide numerical simulations of our approach using real-world data acquired by an autonomous underwater vehicle. Throughout this paper, optimal search paths maximize a general deterministic value function.

We provide formal guarantees on the performance of receding horizon approaches to informative path planning. In a receding horizon approach to path planning, an agent computes an optimal (e.g., maximizes information gain) path that is sufficiently short that it can be computed in real-time. An agent follows the first few steps of a short optimal path, and then computes another short-horizon optimal path. The agent does this iteratively until it has traversed a path that has a desired length or the mission otherwise terminates.

[^0]Although each short-horizon path is optimal, the receding horizon path constructed from a sequence of short-horizon paths does not necessarily inherit the desirable properties of the short-horizon paths. In essence, searching a large area using receding horizon path planning methods, while generally effective, can result in poor performance due to myopic planning horizons that lead a search agent to become trapped in local maxima/minima.
In prior work, we showed that a specific class of terminal cost could be appended to the optimization problem that would lead to useful lower bounds for informative path planning, and that for applications such as subsea mine-hunting, which is the motivation for our work, a suitable terminal cost is always available. Our approach in [1] addresses the case that the short-horizon path is the optimal, but could not be directly extended to the case that the short-horizon path is sub-optimal, as would happen using many realtime planning approaches, such sample-based planning (e.g., Monte-Carlo Tree Search). Herein, we specifically address the case of sample-based planning that generates sub-optimal short-horizon paths. We propose a specific terminal cost and corresponding sufficient conditions for which the receding horizon path inherits a sub-optimal property from the suboptimality of each short-horizon path.
Receding horizon path planning methods have their roots in receding horizon control [2]-[4]. The methods proposed in this work and in [1] are inspired by works in receding horizon control such as [5]-[7] and [8]. Approaches to path planning that incorporate terminal costs include [9], [10] and [11]. It is shown in [11] that in order to converge to a goal location the cost-to-go at each step should represent a bound on the cost of the receding horizon trajectory plus the terminal cost at the next iteration. In prior work [1], the authors perform a similar analysis and prove that the existence of a feasible next-step, cost-to-go combination with a reward greater than the cost-to-go from the final location along the last path produced at each planning step is sufficient to guarantee a lower bound on the expected reward of the overall receding horizon path. Neither [1] nor [11] addresses sub-optimal paths within the planning horizon.
Approaches to informative path planning related to this paper include [12]-[15], where the concept of algebraic re-
dundancy is used to prune a search tree. These methods allow for longer planning horizons, but do not utilize terminal costs. In [16], the planning horizon is extended until the reward of a path surpasses a threshold value, but no terminal cost is appended. The methods in [17], [18] employ sampling based methods to plan non-myopic search paths with guaranteed convergence to the optimal search path in the case of [18]. In contrast we use sampling based methods (Monte Carlo Tree Search) within a short planning horizon and append terminal costs in order to guarantee a lower bound on the performance of search paths. Novel roll-out policies for Monte Carlo Tree Search are presented in [19] in the context of subsea search path planning. We use a slightly modified version of Monte Carlo Tree Search within a short planning horizon and incorporate terminal costs.

The organization of this paper is as follows. The problem description is presented in Section II. The cost-to-go function is defined and a path value function that includes the terminal cost is presented in Section III. Sufficient conditions for sub-optimality guarantees on the expected value of receding horizon paths constructed with terminal costs are presented in Section IV. Numerical experiments are described and results are presented in Section V. Proofs are provided in the appendices.

## II. Problem Description

We consider a search region $\mathcal{G} \subset \mathbb{R}^{2}$. An $n$-length path through the search region beginning at some initial location $p_{0} \in \mathcal{G}$ is denoted $\gamma_{n}\left(p_{0}\right)$ and is composed of a sequence of locations $\left\{p_{0}, p_{1}, \ldots, p_{n}\right\}$. A sequence is feasible if it can be traversed by a mobile search agent. To be explicit, we consider that the state of a mobile search agent at time $t$ may be represented by the tuple $s_{t}=\left\{p_{t}, x_{t}\right\}$ where $x_{t}$ gives all states of the mobile search agent excluding the position states $p_{t}$. We say that a state $s_{t}$ is feasible from the state $s_{t-1}$ if there exists an action $a$ available to the search agent such that applying $a$ to the state $s_{t-1}$ results in the new state $s_{t}$. An $n$-length path may then be represented as a sequence of states $\gamma_{n}\left(s_{0}\right)=\left\{s_{0}, s_{1}, \ldots, s_{n}\right\}$. The set of all feasible $n$-length paths beginning at state $s_{0}$ is denoted $\Gamma_{n}\left(s_{0}\right)$.

The value of a path is given by

$$
\begin{equation*}
J\left(\gamma_{n}\left(s_{0}\right)\right)=\sum_{i=1}^{n} g\left(s_{i}, s_{i-1}, \ldots, s_{0}\right) \tag{1}
\end{equation*}
$$

where $g$ is a non-negative function that returns the anticipated value of the information gained while transitioning from one state to the next. We assume that the value of information gained while transitioning states is dependent on previously executed state transitions. That is, $g\left(s_{i}, s_{i-1}, \ldots, s_{0}\right)$ returns the value of transitioning from state $s_{i-1}$ to $s_{i}$ given all previous state transitions. In essence, if a location has been searched before then the reward for searching the location again will likely be discounted.

In the context of search, the goal is to plan a path that maximizes the amount of information gained while traversing the path. The optimal path with respect to (1) is

$$
\begin{equation*}
\gamma_{n}^{*}\left(s_{0}\right)=\underset{\gamma_{n}\left(s_{0}\right) \in \Gamma_{n}\left(s_{0}\right)}{\arg \max } J_{n}\left(s_{0}\right) \tag{2}
\end{equation*}
$$

with value

$$
\begin{equation*}
J\left(\gamma_{n}^{*}\left(s_{0}\right)\right)=\max _{\gamma_{n}\left(s_{0}\right) \in \Gamma_{n}\left(s_{0}\right)} J_{n}\left(s_{0}\right) \tag{3}
\end{equation*}
$$

For notational simplicity we define

$$
\begin{equation*}
g\left(s_{i}\right) \triangleq g\left(s_{i}, s_{i-1}, \ldots, s_{0}\right) \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
J_{n}\left(s_{0}\right) \triangleq J\left(\gamma_{n}\left(s_{0}\right)\right) \tag{5}
\end{equation*}
$$

## III. Receding Horizon Path Planning and the Cost-to-Go Function

The process of planning an $l$-length receding horizon search path is the following. The search agent solves for an optimal path within an $n$-length planning horizon with $n \ll l$. The agent then traverses the optimal $n$-length path out to an $m$-length execution horizon with $m \leq n$. The agent repeats this process until it has traversed a path of length $l$. Receding horizon path planning is generally effective, but it is well known that receding horizon paths do not retain the optimality property of the short paths used to construct them. That is, only considering paths of length $n$ that are myopic with respect to the overall mission length $l$ or the size of the search region $\mathcal{G}$ can lead to undesirable behavior.
To address the problem of poor performance caused by myopic planning horizons, we consider a path of length $l \gg$ $n$. The reward associated with the $l$-length path is

$$
\begin{equation*}
J_{l}\left(s_{0}\right)=\sum_{i=1}^{l} g\left(s_{i}\right) \tag{6}
\end{equation*}
$$

where $g\left(s_{i}\right)$ is the simplified notation for the same nonnegative function $g$ as in (1). We note that the summation on the right-hand side of (6) may be separated into 2 parts and written as

$$
\begin{equation*}
J_{l}\left(s_{0}\right)=\sum_{i=1}^{n} g\left(s_{i}\right)+\sum_{j=n+1}^{l} g\left(s_{j}\right) \tag{7}
\end{equation*}
$$

We call the right-most summation in (7) the cost-to-go. Notice that the first summation on the right-hand side of (7) represents the value of the portion of a path that can be computed optimally and the cost-to-go represents the value of the remainder of the path that is normally ignored during a planning step when planning a receding horizon path. Therefore, the value of the optimal $l$-length path may be represented as

$$
\begin{equation*}
J_{l}^{*}\left(s_{0}\right)=\max _{\gamma_{n}\left(s_{0}\right) \in \Gamma_{n}\left(s_{0}\right)}\left(J_{n}\left(s_{0}\right)+J_{l-n}^{*}\left(s_{n}\right)\right) \tag{8}
\end{equation*}
$$

Because we assume that the search agent has only sufficient computational resources to compute $n$-length optimal
paths, we assume that there exists a lower bound on the cost-to-go.

Definition 3.1: A lower bound on the cost-to-go in 7 is the function $B_{l}\left(s_{n}\right)$ that satisfies

$$
\begin{equation*}
B_{l}\left(s_{n}\right) \leq J_{l-n}^{*}\left(s_{n}\right) \tag{9}
\end{equation*}
$$

for all $n \leq l$ with $B_{l}\left(s_{l}\right)=0$, and for the infinite case where $l=\infty, B_{l}\left(s_{k}\right) \rightarrow \infty$ as $k \rightarrow \infty$.

We assume that the lower bound on the cost-to-go may be efficiently computed in real-time. Using this lower bound on the cost-to-go, we define the value of an $n$-length path as

$$
\begin{equation*}
\mathcal{V}\left(\gamma_{n}\left(s_{0}\right)\right)=\sum_{i=1}^{n} g\left(s_{i}\right)+B_{l}\left(s_{n}\right) \tag{10}
\end{equation*}
$$

For notational simplicity we define

$$
\begin{equation*}
\mathcal{V}_{n}\left(s_{0}\right) \triangleq \mathcal{V}\left(\gamma_{n}\left(s_{0}\right)\right) \tag{11}
\end{equation*}
$$

The optimal path with respect to (10) is now is now defined as

$$
\begin{equation*}
\gamma_{n}^{*}\left(s_{0}\right)=\underset{\gamma_{n}\left(s_{0}\right) \in \Gamma_{n}\left(s_{0}\right)}{\arg \max } \mathcal{V}_{n}\left(s_{0}\right) \tag{12}
\end{equation*}
$$

with value

$$
\begin{equation*}
\mathcal{V}_{n}^{*}\left(s_{0}\right)=\max _{\gamma_{n}\left(s_{0}\right) \in \Gamma_{n}\left(s_{0}\right)} \mathcal{V}_{n}\left(s_{0}\right) \tag{13}
\end{equation*}
$$

Notice the similarity between (10) and (8). The intuition behind (10) is the following. If the lower bound on the cost-to-go may be found efficiently and approximates the value of the optimal cost-to-go, then the value of an $n$-length path with an appended terminal cost approximates the value of the optimal $l$-length path. In practice though, it may be difficult to efficiently approximate the value of the optimal cost-togo. As such, we do not seek to plan optimal paths, but instead we seek to provide a lower bound on the value of receding horizon search paths that approximates the value of the optimal $l$-length path as nearly as is feasible.

## IV. sub-optimality Guarantees for Receding <br> Horizon Path Planning with Terminal Costs

In prior work [1] it was shown that appropriate use of a terminal cost when planning receding horizon search paths can guarantee a lower bound on the value of the receding horizon search paths given that the path produced at each planning step is optimal. We extend the main result from [1] to the case that at each planning step the path produced is nearly optimal. We also consider a multi-step execution horizon $m$ instead of the single step execution horizon considered in [1]. One motivation for using an $m$ step execution horizon is that some optimization methods such as Monte Carlo Tree Search can generate better paths when the planning time is longer. In other words, allowing the search agent to complete multiple state transitions while planning may allow for extended planning horizons that may in turn benefit search performance.

In Proposition 4.1, we state a condition under which the value of a receding horizon path constructed from nearoptimal paths is always bounded below by the lower bound on the cost-to-go. We say that a path $\gamma_{n}^{\prime}\left(s_{k}\right)$ is nearly optimal if the value of the path satisfies

$$
\begin{equation*}
\mathcal{V}_{n}^{\prime}\left(s_{k}\right) \geq \mathcal{V}_{n}^{*}\left(s_{k}\right)-\epsilon \tag{14}
\end{equation*}
$$

for some $\epsilon \geq 0$.
Proposition 4.1: Suppose the $l$-length receding horizon path $\boldsymbol{P}_{l}$ is composed of $m$-step sequences along a sequence of $n$-length near-optimal paths that seek to maximize (10) satisfying (14). For every $n$-length near-optimal path

$$
\begin{equation*}
\gamma_{n}^{\prime}\left(s_{k}\right)=\left\{s_{k}, s_{k+1}^{\prime}, \ldots, s_{k+n}^{\prime}\right\} \tag{15}
\end{equation*}
$$

suppose that there exists a set of states $\left\{\tilde{s}_{k+n+1}, \ldots, \tilde{s}_{k+n+m}\right\}$ that are feasible from $s_{k+n}^{\prime}$ such that

$$
\begin{equation*}
B_{l}\left(s_{k+n}^{\prime}\right)+\epsilon \leq \sum_{i=k+n+1}^{k+m} g\left(\tilde{s}_{i}\right)+B_{l}\left(\tilde{s}_{k+n+m}\right) \tag{16}
\end{equation*}
$$

then the RH path satisfies

$$
\begin{equation*}
J\left(\boldsymbol{P}_{l}\right) \geq B_{l}\left(s_{0}\right) \tag{17}
\end{equation*}
$$

As $\epsilon$ increases, the existence of a set of feasible locations satisfying (16) may be a difficult requirement to satisfy. Therefore, in Proposition 4.2 we state a condition under which the value of a receding horizon path is always no less than the lower bound on the cost-to-go from the initial state along the $l$-length receding horizon path. In Corollary 4.3 we show that the hypothesis of Proposition 4.2 can always be satisfied given a terminal cost defined by the best path in a set of readily available naive paths, such as mowing-the-lawn paths that are used often for subsea applications. Corollary 4.3 also satisfies (16) given $\epsilon=0$.

Proposition 4.2: Suppose that at each planning step the path $\gamma_{n}^{\prime}\left(s_{k}\right)$ satisfies

$$
\begin{equation*}
\mathcal{V}_{n}^{\prime}\left(s_{k}\right) \geq \mathcal{V}_{n-m}^{\prime}\left(s_{k}\right) \tag{18}
\end{equation*}
$$

where $\mathcal{V}_{n-m}^{\prime}\left(s_{k}\right)$ is the value of the $n-m$ steps not included in the execution horizon of $\gamma_{n}^{\prime}\left(s_{k-1}\right)$ and that

$$
\begin{equation*}
\mathcal{V}_{n}^{\prime}\left(s_{0}\right) \geq B_{l}\left(s_{0}\right) \tag{19}
\end{equation*}
$$

then the RH path satisfies

$$
\begin{equation*}
J\left(\boldsymbol{P}_{l}\right) \geq B_{l}\left(s_{0}\right) \tag{20}
\end{equation*}
$$

If the best path in a set of readily available, naive paths is used to determine the lower bound on the cost-to-go then there always exists an $n$-length path at the next planning step satisfying (18). Specifically (18) is satisfied because the first $m$ steps along the best naive path in the set of naive paths used to determine the lower bound on the cost-to-go may be appended to the remainder of the optimal $n$-length path from the previous planning step guaranteeing the existence of an $n$-length path satisfying (18).

Let $\Gamma_{l-k-n}^{K}\left(s_{k+n}\right)$ be a set of $K$ feasible naive paths such as a set of mowing-the-lawn paths that are commonly used in subsea applications.

Corollary 4.3: Given $\Gamma_{l-k-n}^{K}\left(s_{k+n}\right)$, let the lower bound on the cost-to-go be defined

$$
\begin{equation*}
B_{l}\left(s_{k+n}\right)=\max _{\tilde{\gamma}_{l-k-n}\left(s_{k+n}\right) \in \Gamma_{l-k-n}^{K}\left(s_{k+n}\right)} J\left(\tilde{\gamma}_{l-k-n}\left(s_{k+n}\right)\right) \tag{21}
\end{equation*}
$$

Then the inequality

$$
\begin{equation*}
B_{l}\left(\tilde{s}_{k+n}\right) \leq \sum_{i=k+n+1}^{k+n+m} g\left(\tilde{s}_{i}\right)+B_{l}\left(s_{k+n+m}\right) \tag{22}
\end{equation*}
$$

is always satisfied.
The main benefit of Corollary 4.3 is the ability to leverage strengths of distinct naive paths. For example, a greedy receding horizon planner is computationally efficient. Therefore, an unbiased path such as a lawnmower path may be used alongside a greedy planner that incorporates a terminal cost to determine a lower bound on the cost-to-go from a given state. Leveraging the strengths of several naive paths then allows the receding horizon planner to more closely approximate the value of (8) than would normally be possible with a single naive path. This does not imply optimality of the receding horizon path. Instead an improved lower bound on the cost-to-go guarantees an improved lower bound on the value of the receding horizon path produced.

## V. NumERICAL EXPERIMENTS

In order to verify the sub-optimality guarantees presented in propositions 4.1 and 4.2 , we employ a probabilistic implementation of receding horizon control using Monte Carlo Tree Search (MCTS). MCTS has been used to address a wide variety of problems [20]. Theoretical analysis of the classical upper confidence bounds applied to trees (UCT) algorithm is provided in [21], [22]. The UCT algorithm is designed to balance exploitation of best actions found so far and exploration of other actions in an effort to ensure that the algorithm has a small probability of choosing a sub-optimal action if stopped prematurely and, given enough time, will determine the best action. To estimate the value of a state associated with a new leaf node the MCTS algorithm utilizes a finite set of Monte Carlo simulations to provide an expected value.

In this work, we utilize a basic implementation of MCTS with minor modifications to highlight the effect of appending a terminal cost to a receding horizon path. First, the UCT is computed by normalizing the estimated reward to a factor of a naively computed upper bound,

$$
\begin{equation*}
\frac{\mathbb{E}}{B_{u}\left(s_{o}\right)}+C \sqrt{\frac{\ln (N)}{n}} \tag{23}
\end{equation*}
$$

where in this case we compute $B_{u}\left(s_{o}\right)$ by summing the $l$ highest value cells at the start of the mission. Second, instead of back-propagating the average reward of a Monte Carlo


Fig. 1: $150 \times 150$ cell sensor performance map of an environment measured in the approaches to Boston Harbor using side scan sonar on-board an unmanned underwater vehicle. The data corresponds to an environmental characterization metric which helps define how well the sonar will perform during search and characterization missions [24]
simulation, we back-propagate the maximum value. Lastly, in the experiments the search agent has three available actions: move forward, turn left, turn right. While there is no incurred penalty while performing a turn, the search agent does not sample the cell when turning. This is to more closely mirror the real-world application of subsea search where a search sensor is less effective when not traveling in straight line paths. To account for this in the MCTS planner, the roll-out policy performs a biased sampling of random actions where forward is sampled at a rate of $50 \%$ and the other two actions are sampled both at $25 \%$. We then compare the results of a receding horizon MCTS planner with terminal costs to a brute-force implementation which finds the optimal solution to (12) using the same mission length, horizon, and execution values: $l, n$, and $m$, respectively. Furthermore, we compare the results to both MCTS and brute force implementations where a terminal cost is not appended.
Throughout these numerical experiments, we leverage strengths of simple lawnmower paths in the context of subsea search [23] to compute a lower bound on the cost-to-go from a given state. In contrast to prior work [1] where a horizontal lawnmower path was used to determine a lower bound on the cost-to-go, we use the higher reward between a horizontal lawnmower path and a vertical lawnmower path starting from a given state.

Figure 1 is the environment the search agent is tasked with exploring. The map shows the reward for sampling a cell given a characterization metric for a subsea search sensor,


Fig. 2: Comparison of the resulting total accumulated reward for each of the planning approaches described in this paper where the mission length $l$ is varied.
the data is real data collected from a 21 " bluefin UUV in the approaches to Boston Harbor (see [24] for a detailed explanation on the performance estimation metric). Using this environment we compare the planning results from receeding horizon planners that utilize a $n$-step receeding horizon with $n=6$, and an m -step execution horizon of $m=3$. The MCTS performed 20 simulations per leaf node evaluation and was given 4 seconds per step to plan (we planned for a total of 12 seconds per cycle since 3 steps were performed each cycle). For each experiment the starting position of the search agent was randomly selected from one of the four corners of the map. The mission length was set to values ranging from 500 steps to 5000 steps. MCTS (MCTS-RHTC) experiments were conducted 40 times while the bruteforce (BF-RH-TC) method was conducted 4 (one for each corner, the solution is deterministic so no additional trials are required). We compare the results of a receeding horizon planner with the terminal cost appended to the n -step path to a planner not utilizing a terminal cost (BF-RH and MCTSRH, brute force and MCTS respectively). We also compare the results to the initial lower-bound computation ( $\mathbf{L B}$, the better of two naive lawnmower patterns starting from the initial position) as well as a MCTS planner that searches for the full-length path (otherwise using the same parameters as the MCTS-RH and MTCS-RH-TC planners). Figure 2 shows the results of the experiments, figure 3 show the results for $l$ at 5000, namely to highlight how close the MCTS results are able to mirror the optimal BF results. Figure 4 a and 4 b show two representative trials of the MCTS planners with and without the appended terminal cost respectively.

## VI. Conclusions

We present theoretical extensions to prior work [1]. We also present an easily satisfied sufficient condition to guarantee lower bounds on the value of receding horizon paths


Fig. 3: Results for the presented planners where the length $l$ is set to 5000 .
constructed with terminal costs. We demonstrate the efficacy of the proposed methods in the context of subsea search by performing numerical experiments with real-world data. Specifically, we demonstrate that the best solution from a set of readily-available, naive solutions may be used to set a desirable lower bound on the value of receding horizon search paths. We also demonstrate that the receding horizon search planner is capable of producing paths with rewards significantly higher than the lower bound. Future work will address extending the results presented in this paper to multivehicle search.
A limitation of the contributions presented in this work is a dependence on the existence of a naive paths that ensure good search performance. This will likely be of particular significance in extending this work to multi-vehicle search. In the case of subsea search with a single agent, lawnmower paths provide a desirable lower bound.

## Appendix A <br> Proof of Proposition 4.1

Proof: Consider the $(n+m)$-length path $\tilde{\gamma}_{n}\left(s_{k}\right)=$ $\left\{\gamma_{n}^{\prime}\left(s_{k}\right), \tilde{s}_{k+n+1}, \ldots, \tilde{s}_{k+n+m}\right\}$ composed of an $n$-length near-optimal path $\gamma^{\prime}\left(s_{k}\right)=\left\{s_{k}, s_{k+1}^{\prime}, \ldots, s_{k+n}^{\prime}\right\}$ and a feasible set of states $\left\{\tilde{s}_{k+n+1}, \ldots, \tilde{s}_{k+n+m}\right\}$ satisfying (16). Then from equation (10) the value of $\tilde{\gamma}_{n}\left(s_{k}\right)$ is

$$
\begin{equation*}
\tilde{\mathcal{V}}_{n+m}\left(s_{k}\right)=\sum_{i=k+1}^{k+n} g\left(s_{i}^{\prime}\right)+\sum_{i=k+n+1}^{k+n+m} g\left(\tilde{s}_{i}\right)+B_{l}\left(\tilde{s}_{k+n+m}\right) \tag{24}
\end{equation*}
$$

or equivalently

$$
\begin{align*}
\tilde{\mathcal{V}}_{n+m}\left(s_{k}\right) & =\mathcal{V}_{n}^{\prime}\left(s_{k}\right)-B_{l}\left(s_{k+n}^{\prime}\right)  \tag{25}\\
& +\sum_{i=k+n+1}^{k+n+m} g\left(\tilde{s}_{i}\right)+B_{l}\left(\tilde{s}_{k+n+m}\right)
\end{align*}
$$

By hypothesis

$$
\begin{equation*}
B_{l}\left(s_{k+n}^{\prime}\right)+\epsilon \leq \sum_{i=k+n+1}^{k+m} g\left(\tilde{s}_{i}\right)+B_{l}\left(\tilde{s}_{k+n+m}\right) \tag{26}
\end{equation*}
$$

such that

$$
\begin{equation*}
\tilde{\mathcal{V}}_{n+m}\left(s_{k}\right) \geq \mathcal{V}_{n}^{\prime}\left(s_{k}\right)+\epsilon, \tag{27}
\end{equation*}
$$



Fig. 4: Representative Search Path Using MCTS-RH-TC (a) and MCTS-RH (b) . The grayscale values indicate the reward for searching an area. The colored line represents the search path, the start at step 0 (dark blue) and the end at step 2500 (yellow).
and $\mathcal{V}_{n}^{\prime}\left(s_{k}\right)$ is bounded below by $\mathcal{V}_{n}^{*}\left(s_{k}\right)-\epsilon$ yielding

$$
\begin{equation*}
\tilde{\mathcal{V}}_{n+m}\left(s_{k}\right) \geq \mathcal{V}_{n}^{*}\left(s_{k}\right) \tag{28}
\end{equation*}
$$

We note that (24) may be equivalently written as

$$
\begin{align*}
\tilde{\mathcal{V}}_{n+m}\left(s_{k}\right)= & \sum_{i=k+1}^{k+m} g\left(s_{i}^{\prime}\right)+\sum_{i=k+m+1}^{k+n} g\left(s_{i}^{\prime}\right)+  \tag{29}\\
& \sum_{i=k+n+1}^{k+n+m} g\left(\tilde{s}_{i}\right)+B_{l}\left(\tilde{s}_{k+n+m}\right) .
\end{align*}
$$

That is, there exists some feasible $n$-length path $\hat{\gamma}_{n}\left(s_{k+m}^{\prime}\right)$ such that
$\hat{\mathcal{V}}_{n}\left(s_{k+m}^{\prime}\right)=\sum_{i=k+m+1}^{k+n} g\left(s_{i}^{\prime}\right)+\sum_{i=k+n+1}^{k+n+m} g\left(\tilde{s}_{i}\right)+B_{l}\left(\tilde{s}_{k+n+m}\right)$
and

$$
\begin{equation*}
\tilde{\mathcal{V}}_{n+m}\left(s_{k}\right)=\sum_{i=1}^{m} g\left(s_{i}^{\prime}\right)+\hat{\mathcal{V}}_{n}\left(s_{k+m}^{\prime}\right) \tag{30}
\end{equation*}
$$

Replacing left-hand side of (28) with the right-hand side of (31) gives

$$
\begin{equation*}
\sum_{i=k+1}^{k+m} g\left(s_{i}^{\prime}\right)+\hat{\mathcal{V}}_{n}\left(s_{k+m}^{\prime}\right) \geq \mathcal{V}_{n}^{*}\left(s_{k}\right) \tag{32}
\end{equation*}
$$

where $\hat{\gamma}_{n}\left(s_{k+m}^{\prime}\right)$ is not optimal and therefore

$$
\begin{equation*}
\sum_{i=k+1}^{k+m} g\left(s_{i}^{\prime}\right)+\mathcal{V}_{n}^{*}\left(s_{k+m}^{\prime}\right) \geq \mathcal{V}_{n}^{*}\left(s_{k}\right) \tag{33}
\end{equation*}
$$

where subtracting $\mathcal{V}_{n}^{*}\left(s_{k+m}^{\prime}\right)$ from both sides gives

$$
\begin{equation*}
\sum_{i=k+1}^{k+m} g\left(s_{i}^{\prime}\right) \geq \mathcal{V}_{n}^{*}\left(s_{k}\right)-\mathcal{V}_{n}^{*}\left(s_{k+m}^{\prime}\right) \tag{34}
\end{equation*}
$$

Evaluating (34) at different values of $k$ from $k=1$ to $k=l-m$ in increments of $m$ gives

$$
\begin{align*}
\sum_{i=1}^{m} g\left(s_{i}^{\prime}\right) & \geq \mathcal{V}_{n}^{*}\left(s_{0}\right)-\mathcal{V}_{n}^{*}\left(s_{m}^{\prime}\right)  \tag{35}\\
\sum_{i=m+1}^{2 m} g\left(s_{i}^{\prime}\right) & \geq \mathcal{V}_{n}^{*}\left(s_{m}\right)-\mathcal{V}_{n}^{*}\left(s_{2 m}^{\prime}\right)  \tag{36}\\
\vdots &  \tag{37}\\
\sum_{i=l-m+1}^{l} g\left(s_{i}^{\prime}\right) & \geq \mathcal{V}_{n}^{*}\left(s_{l-m}\right)-\mathcal{V}_{n}^{*}\left(s_{l}^{\prime}\right)
\end{align*}
$$

And summing the inequalities in (35) gives

$$
\begin{array}{r}
\sum_{i=1}^{l} g\left(s_{i}^{\prime}\right) \geq \mathcal{V}_{n}^{*}\left(s_{0}\right)-\mathcal{V}_{n}^{*}\left(s_{m}^{\prime}\right)+\mathcal{V}_{n}^{*}\left(s_{m}\right)-  \tag{38}\\
\mathcal{V}_{n}^{*}\left(s_{2 m}^{\prime}\right)+\ldots+\mathcal{V}_{n}^{*}\left(s_{l-m}\right)-\mathcal{V}_{n}^{*}\left(s_{l}^{\prime}\right)
\end{array}
$$

Which, because in receding horizon path planning $s_{m}=$ $s_{m}^{\prime}, s_{2 m}=s_{2 m}^{\prime}$ and so on, reduces to

$$
\begin{equation*}
\sum_{i=1}^{l} g\left(s_{i}^{\prime}\right) \geq \mathcal{V}_{n}^{*}\left(s_{0}\right)-\mathcal{V}_{n}^{*}\left(s_{l}^{\prime}\right) \tag{39}
\end{equation*}
$$

We note that the summation on the left-hand side of (39) represents the value of the $l$-length receding horizon path $\boldsymbol{P}_{\boldsymbol{l}}$ and that $\mathcal{V}_{n}^{*}\left(s_{l}^{\prime}\right)=0$. Using these observations, we rewrite (39) as

$$
\begin{equation*}
J\left(\boldsymbol{P}_{\boldsymbol{l}}\right) \geq \mathcal{V}_{n}^{*}\left(s_{0}\right) \tag{40}
\end{equation*}
$$

Finally, because $\mathcal{V}_{n}^{*}\left(s_{0}\right) \geq B_{l}\left(s_{0}\right)$, we conclude that

$$
\begin{equation*}
J\left(\boldsymbol{P}_{l}\right) \geq B_{l}\left(s_{0}\right) \tag{41}
\end{equation*}
$$

## Appendix B <br> Proof of Proposition 4.2

Proof: From (10), the reward attained while traversing the first $m$-steps along a path may be represented by

$$
\begin{equation*}
\sum_{i=k+1}^{k+m} g\left(s_{i}^{\prime}\right)=\mathcal{V}_{n}^{\prime}\left(s_{k}\right)-\sum_{i=k+m+1}^{k+n} g\left(s_{i}^{\prime}\right)-B_{l}\left(s_{k+n}^{\prime}\right) \tag{42}
\end{equation*}
$$

Where $\sum_{i=k+m+1}^{k+n} g\left(s_{i}^{\prime}\right)+B_{l}\left(s_{k+n}^{\prime}\right)$ is the value of an $(n-$ $m)$-length path remaining of $\gamma_{n}^{\prime}\left(s_{k}\right)$ after traversing the first $m$ steps. We use the notation

$$
\begin{equation*}
\mathcal{V}_{n-m}^{\prime}\left(s_{k+m}^{\prime}\right)=\sum_{i=k+m+1}^{k+n} g\left(s_{i}^{\prime}\right)+B_{l}\left(s_{k+n}^{\prime}\right) \tag{43}
\end{equation*}
$$

and write

$$
\begin{equation*}
\sum_{i=k+1}^{k+m} g\left(s_{i}^{\prime}\right)=\mathcal{V}_{n}^{\prime}\left(s_{k}\right)-\mathcal{V}_{n-m}^{\prime}\left(s_{k+m}^{\prime}\right) \tag{44}
\end{equation*}
$$

As in the proof for 4.1, we evaluate (44) at different values of $k$ from $k=1$ to $k=l-m$ in increments of $m$ to get

$$
\begin{array}{r}
\sum_{i=1}^{m} g\left(s_{i}^{\prime}\right)=\mathcal{V}_{n}^{\prime}\left(s_{0}\right)-\mathcal{V}_{n-m}^{\prime}\left(s_{m}^{\prime}\right) \\
\sum_{i=m+1}^{2 m} g\left(s_{i}^{\prime}\right)=\mathcal{V}_{n}^{\prime}\left(s_{m}\right)-\mathcal{V}_{n-m}^{\prime}\left(s_{2 m}^{\prime}\right) \\
\vdots  \tag{47}\\
\sum_{i=l-m+1}^{l} g\left(s_{i}^{\prime}\right)=\mathcal{V}_{n}^{\prime}\left(s_{l-m}\right)-\mathcal{V}_{n-m}^{\prime}\left(s_{l}^{\prime}\right)
\end{array}
$$

where summing the inequalities in (45) gives

$$
\begin{array}{r}
\sum_{i=1}^{l} g\left(s_{i}^{\prime}\right)=  \tag{48}\\
\mathcal{V}_{n-m}^{\prime}\left(s_{0}\right)-\mathcal{V}_{n-m}^{\prime}\left(s_{2 m}^{\prime}\right)+\ldots+\mathcal{V}_{n}^{\prime}\left(s_{m}^{\prime}\right)-
\end{array}
$$

By hypothesis $\mathcal{V}_{n}^{\prime}\left(s_{k}\right) \geq \mathcal{V}_{n-m}^{\prime}\left(s_{k}\right)$. Therefore, because in receding horizon path planning $s_{m}=s_{m}^{\prime}, s_{2 m}=s_{2 m}^{\prime}$ and so on, (48) reduces to

$$
\begin{equation*}
\sum_{i=1}^{l} g\left(s_{i}^{\prime}\right) \geq \mathcal{V}_{n}^{\prime}\left(s_{0}\right)-\mathcal{V}_{n-m}^{\prime}\left(s_{l}^{\prime}\right) \tag{49}
\end{equation*}
$$

We note that the summation on the left-hand side of (49) represents the value of the $l$-length receding horizon path $\boldsymbol{P}_{\boldsymbol{l}}$ and that $\mathcal{V}_{n-m}^{\prime}\left(s_{l}^{\prime}\right)$. Using these observations, we rewrite (49) as

$$
\begin{equation*}
J\left(\boldsymbol{P}_{\boldsymbol{l}}\right) \geq \mathcal{V}_{n}^{\prime}\left(s_{0}\right) \tag{50}
\end{equation*}
$$

and from (19) we conclude that

$$
\begin{equation*}
J\left(\boldsymbol{P}_{\boldsymbol{l}}\right) \geq B_{l}\left(s_{0}\right) \tag{51}
\end{equation*}
$$

## Appendix C <br> Proof of Corollary 4.3

Proof: Let $\tilde{\gamma}_{l-k-n}^{*}\left(s_{k+n}\right)$ be a path in $\Gamma_{l-k-n}^{K}\left(s_{k+n}\right)$ satisfying
$\tilde{\gamma}_{l-k-n}^{*}\left(s_{k+n}\right)=\underset{\tilde{\gamma}_{l-k-n}\left(s_{k+n}\right) \in \Gamma_{l-k-n}^{K}\left(s_{k+n}\right)}{\arg \max } J\left(\tilde{\gamma}_{l-k-n}\left(s_{k+n}\right)\right.$
such that

$$
\begin{equation*}
B_{l}\left(s_{k+n}\right)=J\left(\tilde{\gamma}_{l-k-n}^{*}\left(s_{k+n}\right)\right) \tag{52}
\end{equation*}
$$

We recall that

$$
\begin{equation*}
J\left(\tilde{\gamma}_{l-k-n}^{*}\left(s_{k+n}\right)\right)=\sum_{j=k+n+1}^{l} g\left(\tilde{s}_{j}\right) \tag{54}
\end{equation*}
$$

and note that

$$
\begin{equation*}
\sum_{j=k+n+1}^{l} g\left(\tilde{s}_{j}\right)=\sum_{i=k+n+1}^{k+n+m} g\left(\tilde{s}_{i}\right)+\sum_{j=k+n+m+1}^{l} g\left(\tilde{s}_{j}\right) . \tag{55}
\end{equation*}
$$

Given that $B_{l}\left(\tilde{s}_{k+n}\right)$ is defined by the right-most summation in (54), we write

$$
\begin{equation*}
B_{l}\left(\tilde{s}_{k+n}\right)=\sum_{i=k+n+1}^{k+n+m} g\left(\tilde{s}_{i}\right)+\sum_{j=k+n+m+1}^{l} g\left(\tilde{s}_{j}\right) . \tag{56}
\end{equation*}
$$

We note that $\sum_{j=k+n+m+1}^{l} g\left(\tilde{s}_{j}\right)$ represents the value of a single path in the set of available paths used to define the lower bound on the cost-to-go and as such may not represent the highest valued naive path such that

$$
\begin{equation*}
\sum_{j=k+n+2}^{l} g\left(\tilde{s}_{j}\right) \leq B_{l}\left(s_{k+n+m}\right) \tag{57}
\end{equation*}
$$

Using (57) and (56) we write

$$
\begin{equation*}
B_{l}\left(\tilde{s}_{k+n}\right) \leq g\left(\tilde{s}_{k+n+1}\right)+\ldots+g\left(\tilde{s}_{k+n+m}\right)+B_{l}\left(s_{k+n+m}\right) \tag{58}
\end{equation*}
$$

which concludes the proof.
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