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Abstract— Surgical tool segmentation in endoscopic images
is an important problem: it is a crucial step towards full
instrument pose estimation and it is used for integration
of pre- and intra-operative images into the endoscopic view.
While many recent approaches based on convolutional neural
networks have shown great results, a key barrier to progress
lies in the acquisition of a large number of manually-annotated
images which is necessary for an algorithm to generalize and
work well in diverse surgical scenarios. Unlike the surgical
image data itself, annotations are difficult to acquire and may
be of variable quality. On the other hand, synthetic annotations
can be automatically generated by using forward kinematic
model of the robot and CAD models of tools by projecting
them onto an image plane. Unfortunately, this model is very
inaccurate and cannot be used for supervised learning of
image segmentation models. Since generated annotations will
not directly correspond to endoscopic images due to errors,
we formulate the problem as an unpaired image-to-image
translation where the goal is to learn the mapping between
an input endoscopic image and a corresponding annotation
using an adversarial model. Our approach allows to train
image segmentation models without the need to acquire ex-
pensive annotations and can potentially exploit large unlabeled
endoscopic image collection outside the annotated distributions
of image/annotation data. We test our proposed method on
Endovis 2017 challenge dataset and show that it is competitive
with supervised segmentation methods.

I. INTRODUCTION

Robot-assisted Minimally Invasive Surgery (RMIS) pro-
vides a surgeon with improved control, facilitating proce-
dures in confined and difficult to access anatomical regions.
However, complications due to the reduced field-of-view
provided by the surgical camera limit the surgeon’s ability to
self-localize. Computer assisted interventions (CAI) can help
a surgeon by integrating additional information. For example,
overlaying pre- and intra-operative imaging with the surgical
console can provide a surgeon with valuable information
which can improve decision making during complex pro-
cedures [25]. Integrating this data is a complex task and in-
volves understanding relations between the patient anatomy,
operating instruments and surgical camera. Segmentation of
the instruments in the camera images is a crucial component
of this process and can be used to prevent rendered overlays
from occluding the instruments while providing crucial input
to instrument tracking frameworks [18], [1].

Segmentation of surgical tools from tissue backgrounds is
an extremely difficult task due to lighting challenges such
as reflections, shadows and occlusions such as smoke and
blood. Early methods attempted to simplify the problem by
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Fig. 1. Top row shows an example of synthetic annotation acquired using
forward kinematics model that was used for training of our method. As it
can be seen, it barely captures the actual tool due to errors. Two bottom
rows show example segmentations delivered by our method on a random
images from Endovis 2017 dataset that were not used for training.

modifying the appearance of the instruments [26]. How-
ever, this complicates clinical application of the technique
as sterilization can become an issue. Segmentation of the
instruments using natural appearance is a more desirable
approach as it can be applied directly to pre-existing clinical
setups. However, this defines a more challenging problem.
To solve it, previous work has relied on machine learning
techniques to model the complex discriminative boundary.
Approaches based on Random Forests [3], maximum like-
lihood Gaussian Mixture Models [18] and Naive Bayesian
classifiers [24], all trained on color features, have been
applied. More recently, the state-of-the-art has increasingly
been defined by Fully Convolutional Networks (FCNs), such
as the FCN-8s model [15] adapted for the task of binary
segmentation of robotic tools [7] and U-Net [22] which was
used for both binary and instrument part segmentation [13].
In order for segmentation approaches based on supervised
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training of neural networks to successfully generalize, a
considerable amount of annotated data is required [4]. At
the same time, creating a segmentation dataset with high
resolution fine annotations is an extremely time-consuming
and costly process [4] [2].

Recently, unsupervised and self-supervised methods were
introduced to make use of a great amount of unlabeled
images of surgical instruments which can be collected with
little or no effort: Ross et al. [23] proposed a method,
which allows to pretrain segmentation models on recoloring
task, greatly reducing the number of labeled images nec-
essary for supervised learning; Rocha et al. [21] proposes
an optimization method to obtain corrected labels to train
a binary segmentation model despite imprecise kinematic
model which sometimes results in poor results when the
approximate labels are located far from the actual position of
a surgical tool. Apart from instrument segmentation domain,
Mahmood et al. [16] trained a model for multi-organ nuclei
segmentation with synthetic and real data, Pfeiffer et al.
[19] generated synthetic dataset for liver segmentation and
showed promising results.

One way to acquire segmentation masks automatically is
to use kinematic model of a robot and CAD model of the
tools and project them onto the image plane of camera. Un-
fortunately, since the kinematic model is imprecise, the gen-
erated projections exhibit errors and cannot be directly used
for supervised training. Although a lot of effort was made
in improving supervised training of instrument segmentation
models [17] [13] [7], a method that is able to successfully
use this kind of data for training can potentially be supplied
with unlimited amount of automatically generated data.

In this paper, we introduce an approach for binary sur-
gical tool segmentation which does not need any manual
annotation and only uses labels generated with imprecise
kinematic model. The problem is posed as image-to-image
translation [28] where we need to convert an image of
surgical scene from RGB representation to semantic labels
representation. Due to errors in the generated annotations
that are caused by the imprecise kinematics, we are not
able to train a segmentation in a supervised setting using
acquired image/annotation pairs. Although we lack direct
supervision in the form of image and annotation pairs, we
employ set-level supervision: we are given a set of surgical
images and a set of generated annotations which were created
automatically without any manual annotation (see Fig. 4).
By using this approach, we learn the mapping from surgical
images to binary tool segmentation which is competitive with
supervised algorithms that use expensive manually annotated
data. This will allow segmentation models to be trained on
larger amount of data and generalize better.

II. METHOD
A. Data Generation

In our work we are not using images with manually created
labels similar to Endovis 2017 [2] for training and, instead,
rely only on labels generated with imprecise kinematics.
We record image sequences of surgical procedures and

corresponding annotation masks. The masks are generated
by rendering CAD models of each instrument that is attached
to a da Vinci Xi system using joint encoder values that
are synchronized to the video feed. Rigid body transforms
between the robot base frame and the instruments and the
camera are computed using forward kinematics from the
DH parameters of the robot. Camera calibration is also
acquired from the system. Inaccuracies exist between the
true instrument and camera poses due to unknown hand-eye
calibration transforms and errors from slack and tension in
the cable driven arms of the da Vinci [1].

Overall, three video sequences of different procedures
were collected resulting in 6 thousand frames and annota-
tions. As mentioned previously, annotations exhibit errors
similar to example presented in Fig. 1. The process of the
data creation is fully automatic and does not involve any
manual annotation and, therefore, can be used to generate a
dataset of potentially unlimited size (see Fig. 4).

Collected video sequences contain 3 different types of
robotic surgical instruments: Large Needle Driver, Prograsp
Forceps, Bipolar Forceps. An example image sample from
the dataset is shown in Fig. 1. Although we were not
able to collect video sequences featuring all instruments [2]
because their CAD models are not available, we noticed that
our approach successfully generalizes to previously unseen
instruments.

B. Set-Level Supervision

Since the annotations that were automatically generated
for our collected images contain errors, we can not use
supervision on the level of image/annotation pairs during
training. Instead, we use set-level supervision: we propose an
unpaired GAN-based approach that learns mappings between
surgical images (I) and annotation masks (A) and enforces
them to be cycle consistent. We use cycleGAN [28] approach
to learn a mapping GA : I→ A between surgical images and
corresponding annotation masks that generalizes to previ-
ously unseen surgical images.

Overall, our approach employs four networks: GI (seg-
mentation labels to surgical image generator), GA (surgical
image to segmentation labels generator), DA (discriminator
network of GA), and DI (discriminator network of GI).
The final objective [28] consists of two adversarial loss
terms LGAN and cycle consistency loss term Lcyc. After
the training is done, we use GA as our segmentation model
and evaluate it on previously unseen images to assess its
segmentation performance.

First, we introduce an adversarial loss [28] that forces
our segmentation model GA to translate surgical images to
realistic segmentation masks by making them look similar
to annotations that we collected from kinematics model:

LGAN(GA,DA) = Ea∼pdata(a)[logDA(a)]

+ Ei∼pdata(i)[log(1−DA(GA(i))] (1)

Where DA is a discriminator network that learns to dis-
tinguish between segmentations generated by our model GA
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Fig. 2. Figure demonstrates main stages of our approach. During training, we learn four mappings which are represented by convolutional neural networks:
generators GA and GI which map images to annotations and annotations to images respectively; discriminators DA and DI which learn to differentiate
between real and generated annotations and images respectively. IR and AR stand for real images and annotations. IF and AF stand for images and annotations
generated by networks. IC and AC stand for images and annotations generated from AF and IF respectively. They are used in cycle-consistency loss term.
Loss also includes adversarial terms that forces discriminator to differentiate between real samples and the ones generated by the generators, and the
generators to fool the discriminators. After the training, we use GA to acquire segmentations of unseen images.

and real segmentations. Distributions pdata(i) and pdata(a)
are approximated by surgical images and annotation sam-
ples collected in the prevous step using kinematics model.
However, optimizing this objective alone does not guarantee
that a meaningful mapping GA will be learnt since there are
infinitely many mappings that will satisfy this criteria [28].

To make our problem more well-defined we follow [28]
and add a constraint on translation to be cycle-consistent: we
introduce a reverse mapping GI : A→ I from surgical images
to corresponding segmentation masks (Fig. 2) and make GI
and GA to be inverses of each other. Note, that the reverse
mapping is introduced only to train our segmentation model
GA more effectively [28].

Second adversarial term of loss is introduced to force the
distribution of surgical images generated by the network GI
to be similar to that of the real surgical images:

LGAN(GI ,DI) = Ei∼pdata(i)[logDI(i)]

+ Ea∼pdata(a)[log(1−DI(GI(a))] (2)

where the mapping GI is constrained to generate surgical
images from real segmentation masks so that they look like
real surgical images. Discriminator DI is trying to differen-
tiate between real and generated surgical images. This term
introduces competition between generator and discriminator
networks, allowing them to improve during training as a
result of the competition [28].

As previously mentioned, in order to make our mapping
more well-defined and learn a better segmentation model we
also introduce a cycle consistency loss:

Lcyc(GA,GI) = Ei∼pdata(i)[‖GI(GA(i))− i‖1]

+ Ea∼pdata(a)[‖GA(GI(a))−a‖1] (3)

This term adds an additional regularization by making
GI and GA inverse functions of each other. Specifically, it

ensures that GI(GA(i)) ≈ i (forward cycle consistency) and
GA(GI(a))≈ a (backwards cycle consistency).

The full objective for our set-level supervised learning can
be written as:

L (GA,GI ,DA,DI) =LGAN(GA,DA)

+ LGAN(GI ,DI)

+ λLcyc(GA,GI) (4)

Where λ is a hyperparameter. We aim to solve:

G∗A,G
∗
I = arg min

GA,GI
max
DA,DI

L (GA,GI ,DA,DI) (5)

C. Edge Consistency

Applying the aforementioned method as-is allows us to
learn the mapping GA that acts as a segmentation model and
delivers realistically looking segmentation masks but upon
inspection, they are completely unaligned with instruments
present in the input image. Intersection over union accuracy
measure is also very low, which means that the segmentation
has little or no overlap with tools located in the image.
This motivates us to introduce additional constraints so that
generated annotations are more aligned with instruments
located in the surgical images.

We replace U-Net [22] architecture that we used for
generator networks GI and GA with a network based on
deep residual connections which give us much better re-
sults [9] [28]. We hypothesize that an implicit regularization
that residual connections provide [8] allows us to acquire
segmentation results that are more aligned with the input
image.

However, the problem is not completely solved: while
the intersection over union score is good, the predictions
delivered by the method are not precise along the borders
(See Fig. 3). In order for the segmentation method to be
useful for augmented reality applications and tool tracking,
the segmentation results should be aligned with the borders
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Fig. 3. An example of segmentation results delivered by a deep residual
model without edge consistency loss term. As it can be seen, while the
shape of the segmentation looks realistic, it is not aligned with the edges
of the tools. Since the segmentation result still has a great overlap with the
tools, the intersection over union score is good but applications involving
augmented reality and tracking of tools require the segmentation algorithm
to be more precise along the borders.
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Fig. 4. Supervised learning approach typically uses paired training data
(left) consisting of training examples where every image has a corresponding
manually annotated image. These datasets are expensive to collect and
are usually of a small size. We instead consider unpaired training data
(right), consisting of images and synthetically generated annotations using
forward kinematics. This data can be automatically generated during medical
procedures and can potentially be of unlimited size N� n.

of the actual tool [2]. Ideally, we would want to have
consistent edges in the image and generated annotation (See
Fig. 5). Inspired by a similar problem in the field of image
matting [14] [20], we add the edge consistency term [14] to
our loss:

Ledge(GA) = Ei∼pdata(i)[LC(GA(i), i)], (6)

LC(A, I) =
∑Amag

[
1− (IxAx + IyAy)

2 ]
∑Amag

(7)

where (Ix, Iy) and (Ax,Ay) are the normalized image and
annotation gradients, and Amag is the annotation gradient
magnitude. Intuitively, the loss constraints the generator GA
to deliver segmentation masks that are more aligned with
the image edges (See Fig. 5). Using both the deep residual
network and edge consistency gives the best results (See
Fig. 1).

III. EXPERIMENTS AND RESULTS

A. Implementation Details

1) Network Architectures: The generator architecture GI
and our segmentation model GA are both based on deep
residual network architecture [9], since it was shown to
work better for our task. First two layers of the networks

Fig. 5. Examples of surgical image and annotation and their gradient mag-
nitude images. The figures serves as a motivation for edge consistency loss:
edges of the image should be aligned with the edges of the segmentation
generated by the network. (Image is best viewed in the electronic version
of the document)

subsample the input image by a factor of 4, followed by nine
residual blocks and two upsampling layers with learnt filters
that bring the output to the same size as the input image.
The discriminator networks DI and DA have much simpler
architectures based on PatchGANs [11] with three layers and
fewer parameters, as suggested in [28]. All networks are
implemented in a fully-convolutional fashion, which allows
them to be applied to images of varying sizes [15].

In order to reduce memory consumption and be able to
store four networks in GPU memory at the same time during
training we had to resort to training with batch size one.
Since training with small batch size with batch normalization
is known to be unstable [10], we are employing instance
normalization layers instead [27].

2) Training details: All the networks in our work
were trained from scratch, starting with randomly initilized
weights. We perform the optimization with Adam opti-
mizer [12] with batch size one and learning rate of 0.0002.
Overall, we train for 20 epochs with fixed learning rate and
then linearly decay it to zero for another 20 epochs.

B. Accuracy measures

There are three commonly used accuracy measures for
assessment of image segmentation models [5]:

1) Overall Pixel accuracy
2) Per-Class accuracy
3) Jaccard Index (Intersection-over-union)
In order to describe accuracy measures we define con-

fusion matrix C, which contains predictions for the whole
image segmentation dataset D:

Ci j = ∑
I∈D

∣∣z ∈ I such that SI
gt(z) = i and SI

ps(z) = j
∣∣

Where SI
gt(z) is the ground-truth label of pixel z in image

I, SI
ps(z) is a label predicted by a particular algorithm and

|A| is the cardinality of the set A. We define Gi = ∑
L
j=1 Ci j,

where L is the number of classes and P j = ∑i Ci j
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Overall Pixel accuracy measures number of correctly
classified pixels:

OP =
∑

L
i=1 Cii

∑
L
i=1 Gi

One significant limitation of this measure is its bias in the
presence of very imbalanced classes [5]. If a dataset has one
class that is more present than others and a segmentation
model classifies it correctly, while making mistakes on other
smaller classes, the value of the measure will not sufficiently
represent that.

Per-Class accuracy does the same measurement as Overall
Pixel accuracy but solves its problem with unbalanced classes
by scaling results of from each class [5]:

PC =
1
L

L

∑
i=1

Cii

Gi

While it solves the problem, another weakness can be ob-
served: if a large background class is present, one achieves a
better score by labeling object classes correctly while making
more errors in labeling the background class [5].

Jaccard Index (Intersection-over-union) measures inter-
section over union for each class and reports the average
between all classes:

JI =
1
L

L

∑
i=1

Cii

G i +Pi−Cii

It solves the problem of previous two measures and currently
is a main measure of semantic segmentation accuracy for
PASCAL VOC challenge [6] and Endovis 2017 Robotic
Instrument Segmentation Challenge [2] which we use to
assess our method. In order to be able to compare our method
with other methods on Endovis 2017 challenge we report
Intersection over Union accuracy measure of our method on
test dataset.

C. Dataset

We test our method on the EndoVis 2017 Robotic Instru-
ments dataset [2]. There are 8 high resolution (1280×1024)
sequences with 225 frames each in the training dataset [2].
As mentioned previously, we did not use the training dataset
of Endovis 2017 and, instead, trained our method on our
data acquired with imprecise kinematics model. Each pixel
is labeled as either tool or background. There are 10 75-
frame sequences in the test dataset that features 7 different
robotic surgical instruments [2]. Samples from the dataset
and segmentations delivered by our algorithm are depicted
in Fig. 1.

The dataset is very challenging and even some of the
supervised image segmentation methods were struggling to
achieve good performance as it can be seen from the Table. I.
At the same time it provides a good indication of whether
our method can generalize well to unseen surgical scenes
and instruments. After training our segmentation model on
collected images and annotations generated with imprecise
kinematics model, we evaluated it on the test set of the
Endovis dataset.

D. Quantitative Study and Results

We used data from ten different test sequences of Endovis
2017 dataset to evaluate our trained instrument segmentation
network. To assess generalizability of the developed algo-
rithm, we also payed attention on how our method performed
segmentation with instruments that were not represented in
our collected dataset: our method successfully segmented
previously unseen instrument (See bottom row of Fig. 1).
Table I summarizes the quantitative results of the testing with
intersection-over-union metric.

A comparative analysis with supervised segmentation
methods that participated in the challenge was performed
and our method, as can be seen from the table, outperforms
four out of ten methods. We are the first ones to test a self-
supervised method on challenging Endovis 2017 competition
while outperforming some of the supervised methods that
reported their results.

IV. CONCLUSION AND FUTURE WORK

Automated training of accurate instrument segmentation
models for surgical procedures has the potential to com-
pletely eliminate costs associated with manual creation of
datasets and can greatly affect the field by improving the
segmentation performance and robustness of segmentation
models by employing abundant unlabeled data. In this work
we address the problem of training a segmentation model
without direct supervision where images and inaccurate
labels are generated automatically, therefore, eliminating the
need for dataset creation.

We propose an approach that allows the instrument seg-
mentation network to be trained on images with synthetically
generated annotations with errors. The problem is posed as
an unpaired image-to-image translation task. This way we are
able to enforce set-level supervision between sets of surgical
images and annotations. This approach performs on par with
some standard supervised approaches tested on challenging
Endovis 2017 dataset.

In the future work, we plan on adapting this approach to
multi-class instrument segmentation and instance segmenta-
tion since this data can be easily automatically generated in a
similar way to how we generated binary masks. Potentially,
other types of mappings can also be learnt without direct
supervision that can be very useful for surgical scene analysis
and pose estimation like pixel-wise depth estimation and
surgical tools landmarks detection. On the other hand, since
our approach still performs worse than some of the super-
vised methods in terms of accuracy, a better segmentation
network architecture can be used to close this gap in accuracy
and completely eliminate the need for manual segmentation
dataset creation.
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