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Abstract—The Next Best View (NBV) problem is important in the active robotic reconstruction. It enables the robot system to perform scanning actions in a reasonable view sequence, and fulfill the reconstruction task in an effective way. Previous works mainly follow the volumetric methods, which convert the point cloud information collected by sensors into a voxel representation space and evaluate candidate views through ray casting simulations to pick the NBV. However, the process of volumetric data transformation and ray casting is often time-consuming. To address this issue, in this paper, we propose a point cloud based deep neural network called PC-NBV to achieve efficient view planning without these computationally expensive operations. The PC-NBV network takes the raw point cloud data and current view selection states as input, and then directly predicts the information gain of all candidate views. By avoiding costly data transformation and ray casting, and utilizing powerful neural network to learn structure priors from point cloud, our method can achieve efficient and effective NBV planning. Experiments on multiple datasets show the proposed method outperforms state-of-the-art NBV methods, giving better views for robot system with much less inference time. Furthermore, we demonstrate the robustness of our method against noise and the ability to extend to multi-view system, making it more applicable for various scenarios.

I. INTRODUCTION

Active robotic reconstruction has considerable significance in many fields including medical, agriculture, industrial applications. Generally, obtaining a digital model of a three-dimensional object is important for many downstream applications. To achieve efficient robotic reconstruction, view planning is inevitable. It studies the problem of how to efficiently find the next best view (NBV) for the robot system sensor after each scanning. A practical view planner can quickly plan a robot’s effective scan view sequence, enabling the robot system to complete a full scan of a 3D object with fewer views, thus makes the whole reconstruction faster.

Due to its importance for a wide range of robotic applications, the NBV problem has drawn much attention for a long time [1][2][3][4]. Most works follow the classic generate-and-test pipeline [2] to find the NBV. In this pipeline, first, a couple of candidate views are sampled according to the system constraints. Then, the view planner evaluates every single view to predict their information gain, and decides the next best view. The class of volumetric methods [5] is the mainstream for view evaluation. It transforms raw point cloud data — acquired by depth cameras — into voxel representation, and performs simulated ray projection at each candidate view to estimate the information gain. While this kind of volumetric methods can reasonably evaluate the contribution of views for object reconstruction, the computational costs in data transformation and ray casting are quite high, making it inefficient for time-critical systems.

Recently, deep learning techniques have made breakthroughs in 3D computer vision, including point cloud processing [6][7] such as classification, detection and segmentation. As a data-driven approach, the neural network could improve run-time efficiency at the expense of pre-training calculations and model memory footprint, which is suitable for the NBV problem. In this paper, we introduce a novel PC-NBV network to efficiently solve the NBV problem based on point cloud representation. As shown in Fig. 1, the network takes the point cloud data of the currently scanned object surface and the view selection states as input, and directly evaluates the information gain of all candidate views. By avoiding costly data transformation and ray-casting operations, the PC-NBV network achieves significant
improvement on efficiency compared to previous baselines. Moreover, the network implicitly learns 3D structure priors from large-scale training data, and thus gives better view planning results. The PC-NBV network also has strong generalization ability. Once trained on a dataset, it can directly apply on various 3D models to infer NBV without fine-tuning. To the best of the authors’ knowledge, PC-NBV is the first work to directly process point cloud data for inferring the next best view.

In addition to predicting the next best view one by one, our method can naturally extend to the multi-view setting. For example, in a multi-robot collaboration system, the view planner needs to select the best view simultaneously for every robot. Our system uses an iterative erasing strategy to enable the planning of arbitrary number of views at once. Our experiments show that PC-NBV well utilizes the capacity of multi-views, making it feasible for multi-robot collaboration applications.

In this paper, extensive experiments are conducted on the ShapeNet dataset [8], ABC dataset [9] and 11 complex models from The Stanford 3D Scanning Repository and MIT CSAIL Textured Models Database. We perform a simulated reconstruction for 3D objects, and report the surface coverage with inference time to check the performance of proposed method. Results show that our PC-NBV network outperforms state-of-the-art methods on both effectiveness and efficiency. Specifically, we achieves 20 times faster inference speed with better reconstruction quality compared to previous methods. Moreover, by randomly permuting the point cloud input, we demonstrate the strong robustness of our proposed method against noise.

The contributions of this work are summarized as follows: 1) We introduce a novel PC-NBV network to handle the next best view problem, which is the first work to directly process point cloud data to infer the next best view for reconstruction; 2) Extensive experiments show that our PC-NBV network improves the inference speed of NBV by several magnitudes, and achieves better reconstruction results compared to previous representative NBV methods; 3) The proposed PC-NBV network generalizes pretty well to unseen test data and has strong resistance to noise; 4) A simple multi-view extension of the PC-NBV network is provided to utilize multi-robot capacity.

II. RELATED WORK

A. Next best view methods

NBV is a long-standing problem in robotics and has received much attention (e.g., [1], [2], [3], [4]) . Based on different planning strategies, the NBV methods can be broadly classified in synthesis methods and generate-and-test methods. The synthesis methods directly calculate the pose of next best view under certain system and task constraints. Although they have low computational cost, the robustness of these methods is poor and makes them not very stable. Most works prefer the generate-and-test method because they can achieve good balance between efficiency and the quality of planning views. Our method proposed in this paper falls in the generate-and-test methods.

Different 3D data structures have been used in different NBV methods to represent the workspace, including point cloud, voxels and meshes, etc. Some works use triangular meshes to represent the surface of the scanned 3D object [10][11]. However, the computation and storage costs of meshes are high. Compared to mesh-based approaches, volumetric approaches are more widely used. As early as the 1980s, Connolly [1] proposed the idea of sampling views under spherical constraints and evaluating the information gain of candidate view in the voxel space. Later bunch of works followed this idea, evaluating sensor views through simulated ray casting in the voxel space [12][13][14][15][16][17]. Daudelin et al. [18] integrated object probability to weight cost functions in view evaluations. Monica et al. [19] further utilized point cloud segmentation to detect saliency for scoring the candidate views. Recently, Delmerico et al. [5] summarized the volumetric approaches for the NBV problem, and compared several formulation of evaluating information gain by simulation experiments. Despite of the simplicity of the idea and reasonably good view planning performance, the volumetric methods still suffer from costly data transformation from raw point cloud to voxel and ray casting, which makes it hard to apply on time-critical tasks. As for point cloud data, to the best of the authors’ knowledge, so far the method that directly predicts NBV from point cloud data for reconstruction does not exist.

B. Deep learning for point cloud processing

Recently deep learning has been successfully applied on point cloud processing. PointNet [6] and PointNet++ [7] are pioneers in this direction. They make use of multi-layer perceptron (MLP) and the global symmetric function to handle unordered point set, and achieve impressive performance on point cloud classification and segmentation.

Following these two works, a variety of methods [20][21][22][23][24] utilize deep neural network for a wide range of point cloud applications such as detection, instance segmentation, completion, generation, etc. The success of these applications demonstrates the powerful ability of neural network to learn valuable 3D shape priors from training data.

C. Deep learning for view planning

Deep learning has also been introduced into the field of NBV planning. Wu et al. [25] proposed a convolutional deep belief network to achieve object completion based on depth image information. Then the completion prediction from the network is used to guide view planning for recognition. The same idea is applied in [26] to complete the selection of view groups through the point cloud completion network. In [26], voxelization and ray projection are involved to evaluate the candidate views, which are quite time-consuming. Different from their work, our unified method directly produces the NBV without point cloud completion and further evaluation.

In the work [27], the convolutional neural network (CNN) is used to find the view that matches with current view to
maximize the object recognition rate. The work proposed by Hepp et al. [28] uses a 3D convolution network to learn the utility function for evaluating the candidate sensor views. However, they focus on scene exploration rather than object reconstruction. Recently, Mendoza et al. [29] proposed NBVNet to solve the NBV problem for 3D object reconstruction. NBV-Net adopts voxel representation and thus cannot overcome the time-consuming bottleneck. Different from the above mentioned methods, our proposed PC-NBV network directly inputs point cloud data, and predicts the NBV in an efficient way.

III. PROBLEM IDENTIFICATION

Due to self-occlusion of complex 3D objects and physical limitation of sensors, 3D object reconstruction requires the sensor to move across different views around the object to capture new information. The task of view planner is to decide a series of views \( V_{\text{plan}} = \{ v_i | i = 0, 1, 2, ..., n \} \subset V \) for the sensor to completely cover the surface of the object with as few views as possible, where \( V = \mathbb{R}^3 \times SO(3) \) represents the sensor view space. However, even with the prior knowledge of object geometry, the problem of finding the best view sequence \( V_{\text{best}} \) is still an NP-C problem [30].

It is common to use greedy search for this problem. That is, at the beginning of the entire reconstruction process, a number of candidate views have been sampled according to the system constraint, which form the candidate viewpoint space \( V_c \). Initially, the first view \( v_0 \) is randomly selected in \( V_c \) to start the scanning process. After each round of scanning, all candidate viewpoints will be re-evaluated by utility function \( f_{\text{util}} \) to select the next best view \( v_{\text{best}} \in V_c \). Different works define \( f_{\text{util}} \) in different ways. In this paper, we propose a point cloud network called PC-NBV to learn the utility function, which measures the improvement of object surface coverage.

IV. LEARNING NBV

In this section, we first present the technical details of PC-NBV network, including the details of training data, the definition of utility function and the network architecture. Then we present the iterative-erasing strategy that enables PC-NBV to be naturally extended to multi-view systems.

A. Training supervision

To train PC-NBV network for NBV prediction, it is vital to build effective training supervision, i.e. pairing input data and target ground-truth. We perform a simulated reconstruction process on synthetic 3D object models to get these training pairs. The process is summarized in Alg. 1.

This preparation process needs the object mesh model \( O \), the complete point cloud \( P_o \), the candidate view space \( V_c \), and the maximum scanning number \( max_{iter} \), as input. Mesh model \( O \) and complete point cloud \( P_o \) of objects are easy to acquire from synthetic 3D datasets like ShapeNet [8]. For the candidate view space \( V_c \), we choose a common spherical sampling method to define it. By uniformly sampling viewpoints on sphere around object, a generous view space \( V_c \)
can be obtained, where \( |V_c| = m \). The sensor could obtain a depth map of the object at each view \( v_i \in V_c \) and project it to get point cloud \( P(v_i, O) \).

To make the network learn to efficiently select views and reconstruct objects, we directly use surface coverage score as the supervision signal. Given a partial point cloud \( P \) and its target complete point cloud \( P_o \), the surface coverage is defined as:

\[
C(P) = \frac{1}{|P_o|} \sum_{p \in P} \min_{p_0 \in P_o} \| p - p_0 \|_2 - \varepsilon
\]

(1)

Where \( U \) is the Heaviside step function, and \( \varepsilon \) is a distance threshold.

The training supervision pair for PC-NBV network is defined as \( (P_{\text{part}}, V_{\text{state}}, C(P_{\text{new}})) \). The network takes \( (P_{\text{part}}, V_{\text{state}}) \) as input and is supposed to output prediction close to groundtruth \( C(P_{\text{new}}) \). The input \( P_{\text{part}} \) indicates the partial point cloud of the object, and the \( V_{\text{state}} \) indicates the selection status of the candidate view space and is defined as follows:

\[
V_{\text{state}}^i = \begin{cases} 
1, & v_i \in V_{\text{selected}} \\
0, & \text{otherwise}
\end{cases}
\]

(2)

Where \( V_{\text{selected}} \) is the set of candidate views that are already used by sensor. The groundtruth \( C(P_{\text{new}}) \in \mathbb{R}^m \) is a vector containing \( m \) surface coverage scores for each newly added point cloud \( P_{\text{new}} \) from candidate view \( v_j \). The newly added point cloud \( P_{\text{new}} \) from view \( v_j \) is defined as:

\[
P_{\text{new}}^j = \{ p | p_i \in P(v_j, P_o), \min_{p \subseteq P_{\text{part}}} \| p_i - p \|_2 > \varepsilon \}
\]

(3)

In each iteration, after fusing the point cloud (concatenation is used for simplicity) from the current view into \( P_{\text{part}} \), the values of all the views in \( C(P_{\text{new}}) \) are updated. So a tuple \( (P_{\text{part}}, V_{\text{state}}, C(P_{\text{new}})) \) is saved as a training pair for PC-NBV network. After repeating this process for each model.
from a 3D model dataset, we can obtain the entire NBV training data. The training pairs come from all stages of the reconstruction process, so the network can learn to evaluate views in different situations.

B. Network architecture

The architecture of the PC-NBV network is illustrated in Fig. 2. First, a partial point cloud $P_{part}$ is processed by feature extraction unit proposed by [24]. This unit extracts features from different network layers and integrates them through dense connections to get point-wise feature $F_0$. Then the global feature $G_0$ is obtained through max pooling. Subsequently, the network duplicates $G_0$ and another input $V_{state}$, concatenates them with $F_0$ to get augmented point-wise feature $F_1$. A self-attention [23] module is used to better integrate the features from the partial point cloud, global feature and view selection state. Then, followed by another shared MLP and max-pooling, a final global feature $G$ is computed, which contains all the essential information about current reconstruction. Finally, views scores $S_{net} \in \mathbb{R}^m$ are obtained by MLP from $G_1$.

We use the mean squared error (MSE) to calculate the loss between $S_{gt}$ and $S_{net}$. The $S_{gt}$ is exactly the coverage of new point cloud $C(P_{new})$, which is defined in the previous section. At the testing phase, the next best view is chosen according to the scores $S_{net}$ predicted by PC-NBV network. Specifically, $v_{best} = v_r$, $i^* = \arg\max_{i} S_{net}^{i}$. 

Experiments in Section V show that the network structure can effectively learn the ideal utility function and quickly provide a reasonable score for all candidate viewpoints during reconstruction. By picking the NBV according to $S_{net}$, reconstruction tasks can be performed in an efficient manner.

C. Extension to multi-view systems

We propose an iterative erasing strategy, so that PC-NBV can efficiently select multi-NBVs for multi-view systems, without modifying the network architecture or retraining the network. The pseudo-code of multi-NBVs selection is summarized in Alg. 2. The details of this strategy is as follows.

After selecting one view $v_i$ based on the output $S_{net}$ of PC-NBV network, we mark it as used in $V_{state}$. Then, the updated view space state $V_{state}$ and partial point cloud $P_{part}$ are fed to the network again to get new scores. This process is iterated for $r$ times until the system obtains all $r$ planning views for the next round. Through the pseudo-marking, the network is forced to avoid those selected views when picking a new NBV. Our experiments in Section V demonstrate that by only updating the view selection state, our PC-NBV model can make good predictions for view planning, i.e., efficiently selecting a group of views before each round scanning, which enables the multi-robot collaborations.

\begin{algorithm}
\begin{algorithmic}
1 \textbf{Input:} $P_{part}, V_{state}$
2 \textbf{Output:} $V_{best}$
3 \textbf{foreach} $i \in \{1, 2, \ldots, r\}$ \textbf{do}
4 \hspace{1em} $S_{net} \leftarrow f_{PC-NBV}(P_{part}, V_{state})$
5 \hspace{1em} $j^* \leftarrow \arg\max_{j} S_{net}^{j}$
6 \hspace{1em} $V_{best}^+ = v_{j^*}$
7 \hspace{1em} $V_{state}^+ \leftarrow 1$
8 \textbf{end}
9 \textbf{return} $V_{best}$
\end{algorithmic}
\end{algorithm}

V. EXPERIMENT

In this section, all experiments are conducted on a PC with Inter(R) Xeon(R) CPU E5-2640 v4 @ 2.40GHz and Nvidia Geforce RTX 2080 Ti GPU. We train PC-NBV using the training dataset built from ShapeNet [8] and perform tests on our testing split of ShapeNet [8], ABC dataset [9] and 11 scanned complex object models. Scanned complex models are from Stanford 3D Scanning Repository\(^1\) and MIT CSAIL Textured Models Database\(^2\). We compare PC-NBV with state-of-the-art volumetric methods [14][5] and voxel-based deep learning method called NBV-Net [29].

We also verify the noise-insensitivity and check the NBV performance of our multi-view extension. Code will be made publicly available.

A. Network training

\textbf{NBV dataset.} We choose the large 3D CAD model dataset ShapeNet [8] as the main model dataset. Following the train/test split of the ShapeNet object categories of [21], we randomly pick 4,000 models from the 8 categories (airplane, cabinet, car, chair, lamp, sofa, table, and vessel) as training models, 400 models as validation models, and 400 as similar testing models. Likewise, we randomly pick 400 models from another unseen 8 categories (bus, bed, bookshelf, bench, guitar, motorbike, skateboard, pistol) as novel testing models.

\[^1\] graphics.stanford.edu/data/3Dscanrep/
\[^2\] people.csail.mit.edu/tmertens/textransfer/data/
in ShapeNet from 16 categories. The training and testing models both contain some complex shape categories such as Lamp, Vessel, Bookshelf, Motorbike, etc.

Parameters details. For training, validating and testing, each model follows Alg. 1 to perform simulated reconstruction and collect input and ground truth data. We uniformly sample 16,384 points from object mesh $O$ as $P_o$. We set $\varepsilon = 0.00707m$ for surface coverage calculation, the candidate view number $m = 33$ and $max_{iter} = 10$. When performing the back-projecting to obtain $P_{part}$, we adopt the camera intrinsic parameters from the Kinect sensor. The network is trained by Adam [31] optimizer with base learning rate of 0.0001 and mini-batch size of 32. The input point cloud are randomly down-sampled to 512 points for training, and 1,024 points for testing. After every 50K iterations, the learning rate is decayed by 0.7. We use L2 loss for weight regularization and set $\lambda = 0.0001$. When testing the NBV methods, we iteratively scan the object with the predicted camera views and terminate the reconstruction after 10 iterations. Fixed number of iterations is used in experiments for clear comparison of different NBV methods. For the real-world practice, the reconstruction process would be terminated when the information gain of a new view is less than a defined threshold.

B. Network ablation study

We evaluate the performance of PC-NBV and conduct ablation experiments to test the contribution of each module in PC-NBV network. We use the loss value and spearman’s rho to measure the performance of PC-NBV. The loss value can help judge how well the network fits in the validation and testing datasets. The spearman’s rho indicates the rank correlation between the network output and ground truth scores, which is directly related to view selection.

Table III summarizes the ablation study results. “Valid” represents the validation dataset. “Test S” represents the similar testing dataset, and “Test N” represents the novel testing dataset. “No $V_{state}$” represents removing $V_{state}$ input. “No $P_{part}$” represents only feed $V_{state}$ to MLP for obtaining $S_{net}$. “Baseline” represents removing feature extraction unit [24] and self-attention unit [23] from our PC-NBV network.

The results in Table III show that the input of $V_{state}$ is significant for score prediction, and the addition of $P_{part}$ can greatly reduce the loss of the network and improve spearman’s rho value by about 0.1. Feature extraction [24] and self-attention unit [23] generally upgrade the network capacity and extract better features from point cloud by fusing global and local information, thus make the network more robust.

C. Reconstruction performance on ShapeNet

We perform simulation experiments on ShapeNet testing dataset. Results clearly show that PC-NBV has the highest reconstruction performance in both similar testing dataset and novel testing dataset.

![Fig. 4. Comparison of reconstruction process on ShapeNet testing dataset. Results clearly show that PC-NBV has the highest reconstruction performance in both similar testing dataset and novel testing dataset.](image-url)
outperform all the other methods in most categories, except for in several categories where PC-NBV is only slightly inferior to Proximity Count method [5].

Fig. 4 shows the reconstruction process of all five methods. It shows that our PC-NBV model can reconstruct the complete object faster and has higher efficiency than all other methods. Note that since the inside of models cannot be illuminated, the surface coverage typically converges to a value smaller than 90%.

D. Reconstruction performance on other datasets

To demonstrate that the network model trained on ShapeNet can successfully apply in more practical cases and handle more complex shapes, we further conduct experiments on ABC dataset [9] and 11 object models selected from Stanford 3D Scanning Repository and MIT CSAIL Textured Models Database.

ABC dataset [9] is an huge collection of Computer-Aided Design (CAD) models, and mainly includes various industrial models (See Fig. 6). We use the 10k testing patches subset introduced in its Normal Estimation Benchmark for testing. We only train the network on our training split of ShapeNet and directly test on the ABC testing subset without
re-training or further fine-tuning. As shown in Fig. 6, PC-NBV still outperforms other methods in the new dataset without retraining. To verify the performance of PC-NBV on complex models, we perform experiments on 11 object models with complex surfaces and asymmetrical shape. The object models and results are shown in Table II. For each object, we repeat the reconstruction for 10 times and average the results to reduce the random noise. Results show that PC-NBV performs best on most of the models and achieves the highest score for averaged AUC value. Fig. 5 shows a comparison of the reconstruction process on the dragon model. Compared with traditional voxel methods or voxel-based deep learning methods, the views chosen by PC-NBV is more conducive to quickly improving surface coverage and reconstructing objects.

E. Inference time

In Table. IV, averaged inference time per round are reported for four methods. Our proposed PC-NBV network improves the speed of NBV prediction significantly. The CPU-based PC-NBV method is nearly 20 times faster than the traditional voxel method. By utilizing the computation capacity of GPU, our method can even run faster. The reason is that (1) the network does not need to perform complex data transformations and ray projection operations, and (2) more importantly, the network can evaluate all views through one calculation in parallel.

F. Noise resistance results

Fig. 7. Noisy point cloud with varying degrees of disturbance. The point cloud gradually loses model details and becomes fuzzy. At the high level of noise interference, we could see many outliers.

Following the work of [28], we test the noise immunity of our method. When performing the same reconstruction on ShapeNet testing dataset, we perturb the depth image value using normal distribution. Our method is naturally resistant to the random discard of point clouds. This is mainly because that our network only uses a small number of points sampled from original point cloud to predict in both training and testing stage. Specifically, the projected depth maps often contain more than 10,000 points while we only randomly sample 512 or 1024 points to feed into network for training or testing. Thus the network only needs the approximate shape of partial point cloud to infer the NBV.

Fig. 7 shows the noisy point cloud under different disturbance levels. To define the disturbance degree of noise, we set \( \sigma = 0.002m \) for low degree, \( \sigma = 0.01m \) for medium degree and \( \sigma = 0.05m \) for high degree. We conduct this experiment on ShapeNet testing dataset. Table V shows the performance of PC-NBV under different noise degrees. AUC values are calculated by ground truth depth images using the same view sequences. The results show that undergoing the noise interference, the AUC values remain almost the same.

G. Multi-view system evaluations

We also verify the effectiveness of PC-NBV on multi-view systems. Experiments are performed on our test split of ShapeNet. As shown in Fig 8, iterative erasing is our proposed method, and “random” represents picking multiple candidate views in a time with a random manner. “Ideal” indicates the PC-NBV result that is obtained by updating point cloud after selecting each view. Updating point cloud after selecting each view is not feasible in multi-view setting since the system needs to select multiple views before the next scanning, so we use it as an ideal results. Our proposed iterative erasing method is very close to the result of Ideal, which shows the efficiency of this algorithm. Furthermore, when using multiple views, the reconstruction speed is improved significantly when compared to using a single robot. This makes multi-robots collaboration possible.

TABLE V

<table>
<thead>
<tr>
<th>Degree of Noise</th>
<th>None</th>
<th>Low</th>
<th>Medium</th>
<th>High</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC value</td>
<td>0.733</td>
<td>0.733</td>
<td>0.733</td>
<td>0.732</td>
</tr>
</tbody>
</table>

Fig. 8. Multi view results of PC-NBV on all test models of ShapeNet. \( r \) is the view number. The results show that our proposed iterative erasing method is very close to the ideal upper bound.

VI. CONCLUSIONS

In this article, we introduce a point-cloud-based network called PC-NBV to solve the NBV problem. The network uses the scanned point cloud information to directly score all candidate viewpoints without any other pre-processing.
Experimental results show that our method is nearly 20 times faster than traditional methods and has higher reconstruction effectiveness. The PC-NBV network only needs to be trained once and then can perform well on a variety of models that PC-NBV has never seen before. Experiments on large mechanical dataset and complex object models verify its ability in various real world applications. In addition, the PC-NBV network is insensitive to noise and can be easily extended to a multi-view system. Integrating the PC-NBV network into practical robot systems with careful designs about sensor noise and evaluating the whole view planning system considering the time to execute predicted camera trajectory would be interesting future directions.
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